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ABSTRACT

Examining the Target L evels of State Renewable Portfolio Standards

By
Laurence D. Helwig
Dr. Helen Neill, Committee Chair

Professor School of Environmental and Public Affair
University of Nevada, Las Vegas

At present 37 U.S. states have passed Renewalifelldobtandards (RPS) or
have a legislative driven goal that supports inwesit in renewable energy (RE)
technologies. Previous research has identified@oor) governmental, ideological and
infrastructural characteristics as key predictdrpadicy adoption and renewable energy
deployment efforts (Carley, 2009; Davis & DavisP20Bohn & Lant, 2009; Lyon &
Yin, 2010). To date, only a few studies have ingaséd the target levels of renewable
portfolio standards. Carley & Miller (2012) fountkt policies of differing stringencies
were motivated by systematically different facttivat included governmental ideology.
The purpose of this dissertation is to replicaté expand upon earlier models that
predicted RPS adoption and RE deployment effortaduiing regulatory, infrastructural
and spatial characteristics to predict RPS tamadl$. Hypotheses were tested using
three alternative measurements of RPS target #raxgth to determine to what extent a
combination of explanatory variables explain vaoiatn policy target levels.

Multivariate linear regression and global spatigibaorrelation results indicated that



multiple state internal determinants influenced R&§et level including average
electricity price, state government ideology and tesser extent actual RE potential
capacity. In addition, some diffusion effects wkrend to exist that indicated that states
are setting their RPS target levels lower tharr theighboring states and a local geo-
spatial clustering effect was observed in the tameels for a grouping of northeastern

states.
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CHAPTER 1: INTRODUCTION

A Renewable Portfolio Standard or RPS is a stadadated policy that obligates
electrical energy providers, namely public and @@y owned energy utilities to
generate a specified percentage of their elegtrimim renewable sources by a specified
target date. Information from the 2013 Databas$tate Incentives for Renewables and
Efficiency (DSIRE) indicates that there are curheB% U.S. states with an RPS in place
or with an RE goal. According to Rabe (2004),estahewable portfolio standards are
currently the main driver of U.S. efforts to deyeland integrate renewable energy
generation sources. Since each state sets itlR@®&target levels and target dates, these
standards vary widely in terms of their stringe(Cwrley & Miller, 2012, p. 732). Wide
variation in state RPS target levels would be etgubaiven that each state is unique in
terms of its renewable energy potential, howevesr\thriation is inconsistent and it is
suspected that RPS target levels have been inthddmg other factors. A better
understanding of the factors that have influenbeddesign of state renewable portfolio
standards, particularly the setting of their tasgitd goals is crucial as it can provide
some very useful insight that ultimately leadshte design of more effective climate
change policy instruments.

According to Menz & Vachon (2006), the originsstéte level policies that
encourage renewable energy targets can be trackddaarlier policies at the federal
level. The key federal laws that facilitated tfestructuring were the 1978 Public Utility
Regulatory Policies Act (PURPA) which required eyyeproviders to purchase

electricity produced by non-utility entities, arieetEnergy Policy Act of 1992 (EPACT)



which required energy providers to open their tnaission lines to all producers and
generators of electricity, including renewable sesr(Menz & Vachon, 2006, p. 1788).
The authors indicate that the pace of renewablaggrievelopment was influenced by
regulatory changes, particularly those that restined the electricity industry (Menz &
Vachon, 2006, p. 1788).

Due to a growing body of recent research, theofadhfluencing climate change
policy adoption are now well documented along wvaidinriers known to influence the
deployment and integration of RE sources. Recewliest of the adoption of state policy
tools addressing climate change undertaken by bf&(2008) who examined regional
diffusion and internal determinants, and Chand2@00) who utilized innovation and
diffusion theories have identified multiple predict of state RPS adoption which
included affluence, governmental ideology and eitizlemands. In addition, studies of
climate change policy innovation by Lyon & Yin (2Z)land Carley (2009) identified key
economic and ideological factors influencing poledoption such as the dominant
political party in the State and the cost of elettir.

Other branches of research into renewable energhpgment initiatives have
identified certain infrastructural factors as banrsito RE deployment efforts. Studies by
Davis & Davis (2009), Bohn & Lant (2009) and Alagap et al (2011) demonstrated
that infrastructural barriers such as the capamsity proximity of electrical transmission
lines and the availability of land influence effotb deploy renewable energy generation
sources. In addition, Staudt (2008) describeddheted power densities and larger land
requirements of renewable generation sources asfpatsystemic barriers. Finally,

Davis & Davis (2009) found that renewable energyrses are inhibited by a lack of



energy storage systems and transmission line dgipaci

A relatively small but growing number of studies/b investigated the factors
that influence and predict the stringency of thrgdtlevels of state climate change
policies. In their examination of renewable pdifetandards in 32 U.S. States, Carley
and Miller (2012) found that policies of differirsgringency levels are motivated by
systematically different underlying factors, (iséate level citizen political ideology for
weaker policies and government level ideology toorgy policies). While much is
known about the factors contributing to RPS adapéind the barriers to RE
infrastructure integration, less is known about hibese factors influence RPS target
levels.

The primary purpose of this study was to repliGatd expand upon earlier
models that predicted RPS adoption and RE deployeféarts by adding regulatory,
infrastructural and spatial characteristics to mteldPS target levels. This was
accomplished by examining the extent to which almoation of known policy adoption
factors and infrastructural barriers predicted R&t§et level. This study tested theories
from both the economics and political science gigoes. From economics, this study
utilized the public interest theory of regulatiamdahe theory of infrastructure-led
development. From political science, this studlizgd the policy innovation models of
internal determinants and regional diffusion. ®aga for this study were drawn from
publically available U.S. state RE policy infornzatiand from a variety of other sources.
Hypotheses were tested using three alternativeunsagnts of RPS target level strength
to determine to what extent a combination of exglary variables explain variation in

policy target levels. These explanatory variablesendivided into groupings of



geographic factors, economic factors, regulatocyois, infrastructural barriers and
political ideology factors.

This study also examined the role played by diffin@nd spatial characteristics
in predicting RPS target levels. Two methods weneleyed for the diffusion analysis
portion of this study: a nearest-neighbor model amgeo-spatial econometric model.
The presence of a regional diffusion effect watetkfor by examining the degree of
emulation and competition in RPS target levels agnogighboring states. In addition,
tests for local spatial effects were performedstidate any localized geographic patterns
contributing to the overall geospatial autocorielabutcome.

This study begins with a literature review chaphet describes the theories that
were utilized in terms of their origins and devetmnt and presents current empirical
research relevant to and contributing to the cétdpac. The literature review describes
the economic market model, political science modats$ the overall research design
model that was utilized in the study and concludits research questions and
hypotheses. A methodology chapter describes thgrdaad development of the
dependent variables that measured RPS target ledependent variables and the
statistical models. The empirical results chapescdbes preliminary data tests, presents
regression analysis results and global and locadggetial data analysis results. Finally,
the conclusions chapter discusses the implicatbtise results of the study, provides a
number of practical lessons-learned in its undantglkdescribes the overall contributions

that this research makes and concludes with patettections for future research.



CHAPTER 2: REVIEW OF LITERATURE

The following chapter reviews literature on a witknge of issues that are
relevant to this study of state renewable portfeliandards and their target levels. The
review is divided into six sections which describe main theoretical frameworks, case-
specific literature related to renewable energyimale change policy and the
methodological approaches that were applied. Thst fection describes the public
interest theory of regulation in terms of facilitet a policy response to market failures
and externalities in the form of regulation. A sed¢csection describes the economic
theory of infrastructure-led economic development highlights research that describes
the contributions of infrastructure to economic elepment and the alternative role that
infrastructure can play as a barrier to the integnaand deployment of renewable energy
sources. Policy innovation theory and its interdaterminants and regional diffusion
models are described in the third section. This@ealso presents climate change policy
innovation empirical research and highlights thetdes known to influence policy
adoption. The fourth section of the literature esvipresents policy design related
research with a focus on studies that investig#tedstringency of RPS target levels.
Current studies for each of the empirical rese#inemes are summarized in Tables 1, 2,
3 and 4. The fifth section of the literature revigsovides case-specific literature
including a description of the economic model thas utilized, a summary of renewable
energy costs and benefits, a summary of U.S. relevenergy policy mechanisms and
finally a description of geo-spatial methods argirtigrowing use as an analytical tool in

the social sciences. The final section of thedii@re review provides a description of the



main research model, summarizes the research gapsca@ntroversies and presents

research questions and hypotheses analyzed bsttiaig.

2.1 Public Interest Theory of Regulation

According to Posner (1974), the public interesbtly of regulation hypothesizes
that public regulation is supplied as a responsketoands made by the public for
corrections of inefficient or inequitable markeagtices (Posner, 1974, p. 335). The first
section of this portion of the literature reviewliresent a historical overview of the
regulation of the practice of electricity generatio the United States and an overall
description of the structure of the industry. The@d section will describe the origins of
the public interest theory of regulation by pregenthe seminal studies conducted by
the first pioneers in the field. A third sectionlivdescribe current research and studies
that describe the effect that governmental reguiatias on climate change policy
innovation and RE deployment efforts. A final seotwill offer a brief outline of the
contributions that this study will make to contemag research investigating the effects
of governmental regulation.

The business of electric power provision in thetethStates has its origins in the
late 19th century and since that time electricriyvding entities have come to be
commonly designated as "public utilities". Accomglio Koontz and Gable (1956), the
origins of the public utility concept can be foundhe doctrine of affectation with the
public interest concept which came to be the bas which state power over a large

number of businesses was upheld by the Supreme Case of Munn v. lllinois (1877)



(Koontz & Gable, 1956, p. 200). In this case,dlterneys for Munn and Scott, owners
of a grain warehouse in Chicago relied on a trediisLord Hale a former Lord Chief
Justice of England. Hale had indicated that "whewvate property becomes clothed with
a public interest and affects the community atdafmt the owner of the property has in
effect granted the public an interest in that us®must submit to be controlled by the
public for the common good"” (Koontz & Gable, 1956199). Koontz and Gable (1956)
further attributed that the application of regudatis primarily to promote the safety,
health and welfare of the public and that a puldility is expected serve all at
reasonable rates without discrimination (p. 19%3.a result a public utility's rates,
services, finances, accounting, and all other dietsvusually regarded as private are
carefully regulated (Koontz & Gable, 1956, p. 19Tyachsel (1947) offered the
following definition of public utility regulation’When dealing with the problems of
public utility regulation it is essential to recopm the fundamental difference between a
public utility and a private business. The pubha@cter of the business conducted by
the utilities and the privileges under which th@gmte combine to emphasize the fact
that such business might well be performed by thte stself. Those engaged in
furnishing public utility services might well bemsidered as agents performing a
function for the state" (p. 51).

The structure of present electric utility reguatwas greatly shaped by the
Public Utility Holding Company Act of 1935 (PUHCA)Tucker (1938) described the
Act as follows: "Broadly stated, the purposes @f #lat are to simplify the corporate
structure of gas and electric holding companieaglbusiness in more than one state; to

prevent over-capitalization and other questiongbdetices; to regulate the sale and



transmission of electric energy in interstate comumeto aid and strengthen state
regulation by providing a national clearing housetormation; and to encourage the
creation of economically and geographically intéggeautility systems." (p. 428).
Contemporary electricity providers in the Unite@t8s can be broadly divided into four
distinct categories: investor-owned utilities (IG))'public utilities (municipal), rural
cooperatives and federal electric utilities. Witle £xception of federal electric utilities,
all of these entities are regulated by some formegtilatory commission at the state
level.

At present, electricity providers in the Unitecd®s are regulated at the State or
Federal level and primarily consist of a mix ofvatie and public entities. According to
the American Public Power Association (2013), peddly-owned utilities comprise
61.5% of the total number of electricity providerdhe United States with cooperatives
and investor-owned utilities comprising 26.8% arf@lb respectively. The remaining
5.8% is comprised of federal power agencies ancepowarketers. In terms of actual
Megawatt-Hours of power generation, investor-owatdities comprise the largest share
of total generated power at 38.9% with non-utigignerators and publically-owned
utilities comprising 38.8% and 10.4% respectivé@lgese figures indicate that while the
number of publically-owned utilities is very larghe majority of electricity produced in
the United States is by investor-owned, non-govemal private generators.

The public interest theory of regulation can laeéd back to Arthur Cecil Pigou
(1932) who illustrated governmental interventiomgspurchasers' associations
"voluntary groups of purchasers undertaking fontkelves the supply of the goods and

services they need." (p. 283). Pigou contended'tver the large field of industry,



where voluntary Purchasers' Associations are nadaquate means of overcoming those
failures in industrial adjustment which occur unttexr more ordinary business forms, the
guestion arises whether the magnitude of the naltidimidend might not be increased by
some kind of governmental intervention, either iy é€xercise of control over concerns
left in private hands or by direct public managetigp. 293). One of the first studies to
focus on the effect of regulation on an industrgwanducted by Averch and Johnson in
1962. In their study of the U.S. telephone andgr@ph industry where prices and rates of
return were controlled by a regulating agency athors found that regulated firms
would expand their rate bases by substituting abfot labor and often expand into
unprofitable ventures in order to satisfy regulat@verch & Johnson, 1962, p. 1068).
According to Averch and Johnson (1962), firms waalkb accumulate excessive capital
and grow their rate bases in ways that make itcdiff for the regulating agency to detect
(p- 1068). According to Posner (1974), the puiniierest theory of regulation holds that
"regulation is supplied in response to the demdrtdeopublic for the correction of
inefficient or inequitable market practice" (p. 33bhis theory had its origins in the work
of Stigler (1971) who in his study of the stateulagion of the trucking industry and
occupational licensing formulated a theory of thpy of regulation that posited "every
industry or occupation that has enough politicak@oto utilize the state will seek to
control entry.” (p. 5). Stigler (1971) also poiotg that regulation also can have the
effect of limiting entry and stifling competition the market "the regulatory policy will
often be so fashioned as to retard the rate of tjirofvnew firms" (p. 5).

The public interest theory of regulation is notheut opposition from several

scholars. Posner (1974) argued that the publicastend interest group theories of



regulation are unacceptable in their present fqrn3%6). Posner (1974) however, was
optimistic that the public interest economic theaguld eventually jell and concluded
that "that human behavior can best be understotiteagsponse of rational self-
interested beings to their environment must haveresive application to the political
process” (p. 356). Some scholars have argueddpatation of industries does not
improve overall efficiency. In his study of the eiéc utility industry, Courville (1974)
confirmed the Averch-Johnson effect that stated'th& regulated monopolist will not
be efficient in choosing its inputs" (p. 53). Theleor also concluded that rate of return
regulation induced overcapitalization in electritities (Courville, 1974, p. 72).

In addition to studying the effect of regulatioasion efficiency some scholars
have investigated its effect as an inducement egatar of market opportunities.
Researchers have identified that one potentialefiget of the supply of regulation to an
industry is the creation of rent and rent-seekipgastunities. Buchanan (1980) defines
rent as receipt in excess of opportunity cost leat'part of the payment to an owner of
resources over and above that which those resococdd command in any alternative
use" (p. 2). Buchanan (1980) further defines sm@king as the behavior in institutional
settings where individual efforts to maximize vagienerate social waste rather than
social surplus (p. 4). According to Buchanan ()98te creation of these economic
rents, in turn has the potential to create oppdarasfor profit-seeking entrepreneurs that
might not have existed in a previously ordered raaskructure. (p. 5). Buchanan further
posits that rent seeking activities emerge asudtrekthis political interference with
markets which creates advantageous positions foe gmersons who secure access to

valuable "rights" (p. 11). McChesney (1987) suppthis view and adds that "because
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political action can redistribute wealth generailys now seen that private interest
groups other than producers have an incentivegaroze, both to obtain the gains and to
avoid the losses from a whole menu of governmemtattments” (p. 179). According to
Buchanan (1980), rent-seeking activity is directliated to the scope and range of
governmental activity in the economy, to the rekasize of the public sector (p. 9). If
supply is arbitrarily restricted and price is alkavto rise, rent will accrue to those who

secure the "rights" to engage in the activity (Bar@mn, 1980, p. 9).

2.11 Empirical Studies of Governmental Regulation

This study will place its focus on the applicatmfirstate level climate control
regulation on electricity providers, specificalpnewable portfolio standards. Renewable
portfolio standards offer opportunities for new pieviders to enter the electricity
market and compete with established providersghatarily utilize fossil fuel resources
in a manner similar to the opportunities that Buara(1980) describes for profit-seeking
entrepreneurs (p. 5). In the previously orderedketastructure, RE providers would have
had little incentive for entry into the electricityarket due to their lower power density in
comparison to fossil fuel derived energy. In trase the establishment of RE target
levels created opportunities for private and puBIEE providers to enter markets with
little opposition and contribute to each statetaldshed target. Ideally, the scale of
opportunities created for RE energy providers shoel proportional to the level of
governmental regulation activity in keeping withddanan's notion that rent-seeking

activity is directly related to the scope and ranfjgovernmental activity in the economy
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and to the relative size of the public sectorhis study it will be assumed that the RPS
target RE percentage levels that are establishe@tly state are directly impacted by
degree to which the electricity market is regulagad consequently more highly
regulated states will set higher RPS target leaetsthose that are less regulated will set
lower or more moderate RPS incentive targets.

Previous studies of policy innovation have foulnattdominant political party in a
state influences RPS adoption. Studies by Hualayalapati, Carter and Langholtz
(2007), Chandler (2009) and Matisoff (2008) havdalnd that political party
dominancy; particularly citizen liberalism had asjiive impact on the probability of RPS
adoption. In addition, Lyon and Yin (2010) fourt the adoption of an RPS is much
more likely in states with a strong Democratic pres in their legislature. This study
expands upon prior research by examining the efffttpolitical ideological factors
have on RPS target levels. Variables representiitjgal ideology will include both
state citizen and state governmental ideology.

In addition to studies that measure the effegatitical ideology on RPS
adoption, other studies have found that state Ritogment efforts can be predicted by
state population, regulatory environment and paaltinstitutions. Bacot and Dawes
(1997) in their examination of state environmeefébrt expenditures found that state
population was a key factor that influenced a &arvironmental expenditures and
initiatives. The authors attribute this to theiootthat "larger populations yield more
citizens who concurrently accept the policies amasglize the requisite resources, legal
and fiscal, to execute a commendable environmeffait” (p. 362). A study of the

effectiveness of different policy regimes promotimigd power development by Menz &
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Vachon (2006) found that the pace of renewableggn@evelopment was influenced by
regulatory changes, particularly those that restined the electricity industry (p. 1788).
The authors point specifically to two federal laivat facilitated electricity market
restructuring including the 1978 Public Utility Régtory Policies Act (PURPA) and the
Energy Policy Act of 1992 (EPACT). Menz and Vacl{af06) attribute this to the fact
that PURPA required that utilities purchase elettrifrom non-utility entities,
encouraging the development of small scale gemerédicilities and EPACT further
opened the market to competitive wholesale germerdy its requirement for utilities to
open their transmission lines to all electricitpyiders (p. 1788). Finally, Carley (2009)
in her study of the effectiveness of state energgmams found that political institutions
were significantly related to the level of renevwebhergy generation deployment. Of the
three variables that Carley (2009) utilized to esent political institutions one of
particular note was the number of natural resoarployees per capita and was found to
be highly significantly associated with the peregye of RE generation in a state (p.
3077).

This study will test the public interest theoryrefulation to determine if the
amount of regulation provided by the state hasiapact on RPS target levels. In
general terms, Public Interest Theory posits tegtilation is provided in the form of a
policy response to market failure and negativeresiédies. With the combined known
effects that population, regulatory change andipaliinstitutions have on RE
development levels, it could be argued that govemtal and regulatory organizational
factors at the state level matter in predicting R&t§et levels. It is therefore expected

that more highly populated states with larger nursiloé regulated electricity providers
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and larger public utility commission staffing leselould set more stringent RPS target
levels correct market failures and mitigate theatieg externalities associated with
pollution and climate change. In addition it cobklexpected that states that impose
more regulation on their electricity providers @émrhs of higher public utility commission
staffing level per state generation capacity wadtimore stringent RPS target levels.
Finally, it could be argued that renewable portda@tandards and their associated targets
have the potential to create economic rents andehepportunities for renewable energy
development companies and entrepreneurs. As & de®dt, some states might be
motivated set their RPS target levels higher ireotd attract such profit-seeking
entrepreneurs. Table 1 provides a summary of govental regulation theory literature
arranged by thematic component, authors, areaestwtid the conclusions and

contributions of each research study.

2.2 Theory of Infrastructure-Led Economic Development

The theory of infrastructure-led development hjpestizes that development of
infrastructure has a positive effect on economangn. According to Agenor (2006), this
effect is primarily due to the fact that services aften supplied through networked
delivery system that has been designed to servdt#tude of users (p. 4). The first
portion of this section will provide a historicaterview of the theory and a second
section will present literature specific to theeraifrastructure plays as a potential barrier

to renewable energy technology deployment effditi® section will then conclude with
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a brief outline of the contributions that this stwdll make to contemporary research
efforts.

One of the first research studies to quantifyrtationship between infrastructure
and economic growth was conducted by Aschauer (1®88 found that core public
infrastructure consisting of streets, highwayy@its, electrical and gas facilities, mass
transit, water systems and sewers possess str@tanakory power for aggregate total
factor productivity (p. 193). In addition, Aschay&®89) attributed the decline in the rate
of growth of U.S. productivity that arose in the70% to a decrease in productive
government services (p. 179). A subsequent studyidoynell (1992) that summarized
several related analyses of the effect of publmtahon economic activity, output,
investment and employment growth concluded thatipuifrastructure investment
provided immediate economic stimulus and had atipeseffect on all of these factors
(p- 197). In their study of telecommunication asftructure, Roller and Waverman
(2001) discovered that infrastructure investmert &@ositive effect on economic output
and growth, especially when a critical mass ofasfructure was present (p. 909).
Subsequent studies of infrastructure-led econoenveldpment have augmented the
theory with the introduction of additional factdhat explain the effect of infrastructure.
In his study of U.S. transportation and vehicutardways, Fernald (1999) found that
growth in road infrastructure benefited vehiclesimgive industries but that the return was
often one time and eventually diminished "the istiztie system was highly productive,
but a second one would not be" (p. 619). Simildflgrnald (1999) concludes that "the
evidence suggests that the massive road-buildinigeo1950's and 1960's which largely

reflected construction of the interstate highwatwek offered a one-time increase in
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the level of productivity, rather than a continupeth to prosperity” (p. 632-633). In
their study of public infrastructure capital on romic output supply, Demetriades and
Mamuneas (2000) found that public capital had atipedong-run effect on output
supply and input demand that declined over timeas#rved lower mean short-run
rates of return (p. 687). The authors stressedrpertance of "considering the effects
of public capital not only on current producer demns but also on future producer
decisions" (Demetriades & Mamuneas, 2000, p. 710).

Several alternative studies of infrastructuredegtelopment have placed their
focus on the role played by telecommunications@nrdputer and information
technology infrastructure. In his investigation@fecommunication networks, Hardy
(1980) conducted a cross-sectional analysis ofs2@ms to test the catalytic effect of
business and residential telephones on econom&a@went and found that there was
evidence that the telephone does contribute to@uandevelopment. Hardy (1980) also
added that the effect was primarily due to thecstme of the communication system
"this contribution appears to be made not in thagfer of information about production
techniques, but through information flows which @awpact on the way in which
economic activity is organized” (p. 285-286). Is ktudy of transaction costs,
telecommunications, and macroeconomic growth irelbgimng countries, Norton (1992)
found that low telecommunications infrastructures\@grimary reason why some parts
of the world have not developed. The author corediuthat telephones provide
substantial growth and investment-enhancing agtthiat in turn facilitate economic
growth (p. 192). Finally, Roller & Waverman (20Gaund that there was a significant

positive causal link between telecommunicationasfiructure and economic growth
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especially when a critical amount of infrastructwas present (p. 909). Roller &
Waverman (2001) also pointed out that researchess be careful to control for two
potential bias issues that were present in prestugies: reverse causality and spurious
correlation. The authors distinguished betweenftwms of reverse causality, first the
increase in economic growth attributable to incesas telecommunications
infrastructure and services development, and secmneases in demand for
telecommunication services that are attributabiet¢oeases in economic growth, (p.
910). The second issue that Roller & Waverman (2@fEntify is the spurious
correlation that can arise as a result of thetfettregional infrastructure investments
could be correlated with other growth promoting swgas such as research and
development investments, investments in humartadaaid taxes (p. 910). Finally,
Roller & Waverman (2001) identify network extertigls as another issue that emerges
in studies of telecommunication networks and paldidy with IT technologies. The
authors describe this effect in the following Wy more users, the more value is
derived by those users" (p. 911). This congestl@npmenon does not exist with most
infrastructure networks, but unfortunately doeseii electrical and computer networks.
The body of research in the field of infrastruetlied economic development
indicates that infrastructure does indeed haveséipe effect on economic growth and
development. It is apparent that the presencerolbast network in the physical form of
roadways and commaodity transportation channela tra form of telecommunications
and computer network infrastructure has a poséiffect on economic activity and
growth. The next section will discuss the potertiriers to RE deployment efforts and

the effect of infrastructure.
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2.21 Renewable Energy Infrastructural Barriers

According to Mendonca et al (2010), the free reid electricity has been
distorted by more than one hundred years of dewdior and government subsidies of
conventional energy technologies (p. 129). Theawstadd that "every single energy
system in use today has required government imiéioreto overcome a web of
obstacles, barriers, impediments and challenged29). In addition Brown et al (2008)
point out that that transaction costs in the fofrgathering and processing information,
patent development and the procurement of perraitde prohibitive during the early
stages of development for RE generation deploymeiotts. In their assessment of
barriers to RE deployment Mendonca et al (2010nhdotinat these barriers fell into four
broad categories: financial and market impedimegouahbtical and regulatory obstacles,
cultural and behavioral barriers and aestheticeanaronmental challenges (p. 130).

The major financial and market impediments revalk@und lack of information,
misinformation and information asymmetry existecevehthe negative experiences with
unconventional energy sources were the best knowtakeholders (p. 131). Economic
barriers existed in the form of principal-agentlgemn where those making investment
decisions (principals) did not have to live witke tesults experienced by the agents
primarily where initial costs are over-emphasizaither than longer term life cycle costs
(p- 132). Finally the authors posit that smallexle®RE resources threaten the market
share of incumbent electric utilities, energy compa and power operators who

dominate the industry (p. 133). Mendonca et al (@0&el that large energy companies
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have used their power of incumbency to mould gawemt regulations in favor of large
centralized plants and in direct opposition to senalecentralized units (p. 133).

In terms of political and regulatory obstacles Menca et al (2010) draw
attention to the variability and lack of consistgio policies relating to RE technologies
as an impediment (p. 134). The authors feel thegghnconsistencies create uncertainty
for entrepreneurs who require constant conditionglécision making. (p. 133). Another
regulatory obstacle for RE projects, accordinchduthors arrives in the form of
administrative barriers "the large number of autiex that have to be contacted for a
large variety of permits, including industrial ptasrocedure, the grid connection
procedure and the environmental assessment” (p. EBwlly Mendonca et al (2010)
point out that existing government energy reseautisidies heavily favor nuclear power
and fossil fuels and that these subsidies artifyclawer the cost of producing the dirtiest
forms of electricity, muddle market signals andamage the over-consumption of
resources (p. 138).

The existence of physical barriers to RE deployinhene also been documented
by several researchers. According to Mendonca @0dl0), one major obstacle that RE
deployment faces is the challenge of the sitingafer plants. These challenges are
primarily due to the immobility of renewable resces. The authors point out that "wind
and sunlight differ from conventional fuels becatis®y cannot be extracted and
transported for use at a distant site" (p. 145§ 3ite specific nature of wind, solar and
geothermal RE resources creates and invites cowlfiic existing and planned land uses
(p. 145). Solar and wind farms also require largeipns of land to maximize efficiency

and are often located in remote regions far awamy furban developments. This usually
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necessitates expensive land purchase initial dagusts and very long and prohibitively
expensive high voltage electrical transmissiondirie&and use and acquisition is a major
issue for larger wind farms. According to Staudi(@), "Wind energy does not have a
high power density, and so wind farms of comparableer rating to conventional
power stations require large land areas. A 100 matjavind farm might be spread
across 8 square kilometers of land" (p. 108). i®&Davis (2009) found that the most
serious barriers to clean energy policies are reserelated and comprised of the lack of
energy storage and transmission capacity. It shalsb be noted that large scale solar
and wind projects can also be subject to costlytemel consuming environmental impact
studies, reviews and assessments and are oftencisyen the governmental permitting
process. These resource factors can translata imore costly, complicated and slower
transition to renewables and ultimately higher gggmroduction costs that energy
providers must pass on to local governmental agsncatepayers and consumers.
According to Bohn and Lant (2009), the U.S. gepbyeof wind energy
development is largely determined by the distrimudf human population and therefore
electricity demand and proximity to transmissiarel (p. 98). In addition, they found
that procedures for siting and permitting wind farthat minimized opportunities for
local opposition resulted in increased wind eneatgyelopment, (p. 98)According to
Nelson (2009), "A major problem for wind farm deygient is that many load centers
are far away from the wind resource, and wind farojects can be brought online much
faster than new transmission lines can be constlti¢p. 240). Hoppock and Patino-
Echeverri (2010) argue that the most favorable wgitek often lack transmission access

as they are usually located far from electricitynded centers. In their research they
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found that local, lower capacity wind sites araually the lowest cost option (as opposed
to distant higher quality wind sites) for meeting&standards. Alagappan et al (2011)
found that renewable energy development has beea saacessful in markets that
employ transmission planning and in those that leenkusers pay for most; if not all
transmission interconnection costs (p. 5099). teaps that effective transmission system
planning is of vital importance in the integratioivenewable energy generation sources.
One of the major systemic disadvantages of renenatdrgy sources is that they
are inefficient and not as capable of generatingrgge amounts of power as
conventional fossil fuel based energy sourcesStau@t, 2008, p. 108). Large solar
plants and wind farms typically have power outpatthe kilowatt and low megawatt
range, while moderately sized coal and naturalkgasced generation facilities can
produce several hundred or even thousands of métgawigh infrastructure that utilizes
significantly smaller area footprints. Anothert®ysic disadvantage of solar and wind
energy sources is their intermittent output. Adaog to Lenard (2009), renewable
sources raise reliability issues due to the fluobms in wind and solar resources (p. 10).
To mitigate the effects of the intermittent supisiyue utilities and those who control the
electricity grid will have to keep existing energgneration sources in standby or rapid
start mode or invest in additional infrastructunelsas capacitor banks, reactors or large
battery storage systems to keep these interrupitioservice to a minimum. Crabtree et
al (2011) found that energy storage systems coaldage transmission capacity for
intermittent RE resources located in remote argasgtdying energy during peak
production periods and releasing it during peakateamperiods (p. 393). Staudt (2008)

stated that the technical issues associated watintegration of wind energy projects on
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the grid will continue to rise in prominence. Staatso felt that it will come down to a
guestion of economics, namely that the cost of R& @rid is the generation cost plus the
cost of the integration technique chosen, (e.gshiiing of supply/demand imbalances,
energy storage and demand side management). Ofdgsalsfuel prices rise, these
measures that facilitate increased wind penetrattirbe justified (Staudt, 2008, p. 102).
Adamczyk et al (2010) found that the growing numtfewind turbines are changing the
electricity profile around the world and bring dealges to power system operation. They
explain that the current power system that is ae=igand developed around conventional
power plants with synchronous generators and tivad power plants possess very
different characteristics and affect system stghifi adverse ways (p. 3724). This
necessitates the addition additional infrastructuitbe form of Flexible AC

Transmission Systems (FACTS) which dynamically oanstabilize and enhance power
system performanceAccording to Kundur (1994), in a system that suggpjpower to a
large number of loads and fed from a wide ranggeoierating units, voltage and reactive
power control become critical. Since reactive poearnot be transmitted over very long
distances, voltage control must be accomplishedisinyg special devices throughout the
system, (e.g. shunt reactors and capacitors, sEpeEcitors for passive compensation
and static var compensators and synchronous coadeios active compensation).
(Kundur, 1994, p. 628). Unfortunately this infrasture can be quite expensive and may
often not be considered in the planning stagesdandlopment of renewable energy
business cases as it could necessitate a detaddybes of the power system. Rabe
(2010) explains that as the share of renewabldrali®g sources grows, it will

underscore some of these above-mentioned inadeguaicihe existing grid system, and
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that this situation will likely intensify as eledity is generated from more diverse and
decentralized resources (p. 358). Rabe (2010)dughints out that a large scale
overhaul of the current grid system looms over lange scale transition to alternative
energy sources (p. 359). The nascence of RE gemetathnologies contributes to their
higher initial capital costs. According to RahmQ@B), cost is the most significant barrier
to the widespread use of renewables, followed byabk of public awareness of
sustainable technologies, government subsididsetfossil fuel and nuclear industries,
the immaturity of renewable energy technologies thiedbverall lack of appreciation for
the environmental consequences for the use ofl floeds (p. 23).

Proponents of renewable portfolio standards featl innovation in RE
technologies will play a key part in lowering thests of generation infrastructure.
According to Menz and Vachon (2006), the cost afegating wind power has declined
over the last several decades primarily due totgresficiencies and lower production
costs for wind turbines (p. 1788 addition, Klare (2009) predicts that the cost of
renewable energy generation infrastructure isyikelfall as a result of continuing
technological innovation (p. 253)t is evident that two key forces are working agin
one another. As the cost of RE infrastructure desgs and more of it is brought online, it
ultimately affects electric power system stabiéityd requires more compensation
equipment and further necessitates an overhatleofiational electricity grid. This issue
will likely remain as long as RE sources continoidé¢ integrated into the mix of
electricity generation sources.

By utilizing the known infrastructural barriersRE deployment efforts and

market penetration as independent variables, thas/svill determine if the target levels

23



for renewable portfolio standards, a proposed dtivstimulate RE economic growth,
have been influenced by the amount of availabletedgy transmission infrastructure. It
could be expected that states with higher amourggisting infrastructure and a more
robust network for the transport of electricityttilaconducive to RE integration might
set their targets higher. It should be noted thatbeasures of the existing infrastructure
serve a dual purpose in this study as they canbasdilized in the analysis of internal
determinants. This study will attempt to investeggathether existing network
infrastructure in the form of transmission linesl aransmission line density (i.e. total
circuit miles and circuit miles of transmissiondsper square mile) have an effect on the
RPS target levels set by policymakers. Table 2igdesva summary of infrastructure-led
economic growth theory and infrastructural barrterRE literature arranged by thematic
component, authors, area studied and the conchusiath contribution of each research

study.

2.3 Policy Innovation Theory

2.31 Internal Deter minants and Regional Diffusion Models

This section will describe the theoretical framekvof policy innovation, the use
of internal determinants and diffusion models itigyoresearch and their more recent use
in predicting climate change policy innovation. Thist portion of the section will begin
with an overview of the origins of policy innovatitheory and research that tests

whether policy innovation is driven by factors imal to the state or by regional
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diffusion, a theoretical framework developed byrgend Berry (1990). A second
section will discuss more recent research thatrheestigated the effects of internal
determinants and regional diffusion on climate g®apolicy innovation, particularly
state RPS adoptions. At present the majority af thsearch has concluded that internal
determinants, particularly those associated wiikaem political ideology, affluence and a
region’s renewable resource potential are stropgetictors of climate change policy
innovation than regional diffusion effects.

In their examination of innovation and diffusiordels in policy research, Berry
& Berry (2007) differentiated policy innovation fropolicy invention or "the process
through which original policy ideas are conceivqual"223). The authors clarified and
illustrated this point by drawing upon Walker's §99 definition of innovation as "a
program or policy which is new to the states aduapii", (p. 881). Berry and Berry
(2007) further stated "that a governmental juriBdiccan innovate by adopting a
program that numerous other jurisdictions estabtistmany years ago” (p. 223%everal
scholars have investigated the nature of the ddfusf innovations. Rogers (2003)
describes the characteristics of innovations devi@l "innovations that are perceived by
individuals as having greater relative advantageymatibility, trialability, and
observability and less complexity will be adoptedrerrapidly than other innovations."
(p- 16). Rogers (2003) also pointed out that thecept of reinvention or the degree to
which an innovation is changed or modified by tkerun the process of adoption and
innovation has a positive effect as adopters waattively participate in customizing
innovations to suit their unique situation (p. IIMe change in RPS target levels could

be considered a form of policy reinvention. Usingrigerion of innovativeness, Rogers
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(2003) categorized adopters into five distinct gatees or ideal types based on
observations. These types included innovatorsy ealdpters, early majority, late
majority and laggards.

According to Berry and Berry (1990), there were pwimcipal forms of the
explanation for the adoption of new programs atesg@vernment innovation: internal
determinants and regional diffusion (p. 395). Trternal determinants model posits that
that factors that lead a jurisdiction to innovate political, economic or social
characteristics internal to the state (Berry & BeR007, p. 224). In contrast, diffusion
models posit that policy adoption occurs acrossrgavernmental boundaries as
emulations of previous adoptions by other statesr{Bet al., 2007, p. 224). According
to Berry and Berry (2007), internal determinantsdeis presume that the factors that
cause a state to adopt a new program, innovatipolay are the political, economic and
social characteristics of the state and preclutfesion effects (p. 231). The authors
point out that while it is likely that a state wile made aware of policy adoptions by
other states via standard communications chanitelaternal characteristics are what
ultimately determine what course of action it taketerms of policy adoption (p. 232).
The authors also assert that a given state's pitydio innovate can be based on multiple
internal factors including problem severity, a pgl popularity with the electorate and
the closer in time it is to the next state electod the availability of financial resources
(p. 236).

Two of the most common diffusion models are thigonal interaction model and
the regional diffusion model (Berry et al., 20072@6). In the national interaction

model it is assumed that there is a national conication network among state officials
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where they freely interact and learn about new @nog from their peers (Berry et al.,
2007, p. 226). Alternatively, the regional diffusimodel assumes that states are
primarily influenced by states that are geograghjigaoximate or direct neighbor states,
and hypothesizes that the probability that a gstate will adopt a policy is directly and
positively related to the number of bordering ftdtet have already adopted it (Berry et
al., 2007, p. 229). Berry & Berry (2007) offeredtlearning and competition can be
considered as a basis for assuming that diffusi@micels are regional in nature, and that
states are more likely to learn from close neighltban from those that are distant
because they can analogize to their more proxistates (p. 229). In this study the latter
(neighbor) diffusion model was utilized.

In testing regional diffusion models, Berry (199#inted out that some of the
earlier methodologies that were employed had aetecydto produce false positives in
terms of finding evidence of regional diffusion wée did not exist. In order to improve
diffusion analysis techniques, Berry & Berry (199@i)ized event history analysis (EHA)
which they describe as a form of pooled cross-seatitime series analysis (p. 395). In
the EHA model, Berry & Berry (1990) conceived dfigk set" of states that are at risk
of adopting a certain policy which decreases owee as more states adopt a given
policy (p. 398). In their model, the authors emgldyhe hazard rate or probability that a
state in the risk set would adopt a policy durirgj\en year that the state was at risk as a
dependent variable determined by a set of indepegndgiables representing the whole
number or percentage of neighbor states that lreadqusly adopted a given policy (p.

398). According to Berry & Berry (2007), EHA haswbecome a standard tool

27



employed across a wide variety of policy arenags$b models of state innovation that
reflects both internal determinants and regiontlision (Berry & Berry, 2007, p. 243).
More recent studies of policy diffusion have emgdyew and innovative
techniques and methodological approaches. Bemagbeck (2005) employed a spatial
approach and utilized geographic information systé@iS) tools to test for interstate
competition and found that in the case of lottedgions diffusion is primarily due to
competition. The authors concluded that varialkdgsasenting the number of neighbors
do not suffice for testing for the presence of ecoit competition, but when inter-state
competition exists, state's influence on each othey depending on the size and
locations of specific competing entities (p. 5d&)subsequent studies of the mechanisms
of policy diffusion, Shipan & Volden (2008) foungidence for four mechanisms of
policy diffusion: learning from early adopters, aomic competition (among proximate
cities), imitation (of larger cities) and coercifhy state governments) (p. 840). In their
study of antismoking policies, the authors acknaolgé that coercion seldom occurs
across states but can occur vertically (or fromtéipedown) from U.S. federal to state
level, (p. 843). This is particularly relevant hretcase of state level renewable portfolio
standards whose development was induced by prepualiges at the federal level and

where the choice to adopt or adhere to a poliayfisenced by the threat of penalties.

2.32 Empirical Studiesof Climate Change Policy Innovation

Several researchers have found that politicalladgoplays a part in predicting

state RPS adoption. Huang, Alavalapati, Carterlaamfjholtz (2007) found that political
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party dominancy and gross state product had ananguathe probability of RPS
adoption (p. 5571). Overall they concluded thaapgmally promote renewable

portfolio standards the focus should be on statdslower education levels, lower
GSP’s and higher growth rates. Matisoff, (200&)fd that internal factors, particularly
citizen liberalism, renewable resources and aifiynaere significant predictors of RPS
adoption. Chandler (2009) found that governmeesliogy, affluence and regional
neighbor diffusion played a significant role in R&®ption (p. 3274). Chandler also
found that diffusion, particularly among similaatts and among state neighbors played
an important role in state adoptions of renewabltfg@lio standards (p. 3280). Fowler
(2010) utilizing Daniel Elazar’s three aspects olitecal culture, found that political
culture played a significant role in the adoptidmemewable development policies at the
state level. Some research has demonstrated thptédominance of a particular
political party in a given state can influence pgladoption. Lyon and Yin (2010) found
that the adoption of an RPS was more likely inestatith a strong Democratic presence
in their legislature.

Others have found that climate change policy adops influenced by state
economic factors. According to Villaire (2008)etRPS impact on state economic
development and available renewable energy res@afu&city are vital factors that
affect RPS success. Utilizing an internal determisianodel, he found that states
innovate and adopt policies according to their @rdents of attributes and resources, (p.
544). Carley (2009) found that a number of factofisilenced renewable energy
development including gross state product per agpilitical institutions and electricity

use per person. Physical and geographic factwes &lao been found to exert a
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measurable influence on climate change policy adoptBacot and Dawes (1997) in
their research on state environmental efforts fainadl state size, and pollution severity
were key factors that influenced a state’s envirental initiatives. Menz and Vachon,
(2006) found that the development of wind generatiapacity was dependent upon the
state’s natural endowment of wind capacity poténtia

A considerable amount of state innovation policgesech has been conducted
through the combined theoretical lenses of intedestrminants and regional diffusion,
often in order to see which has a greater effaxiddie, a number of these studies have
placed their focus on climate change policy innmratvith results that are currently
mixed. Two previous studies by Matisoff (2008) afickner and Koontz (2010)
ultimately found that internal determinants haverbstronger predictors of state climate
change policy innovation than the effects of reglatffusion while Chandler (2009)
found evidence that both models were at play. M&t{008) found that internal factors,
particularly citizen’s demands were considerabigrager predictors of state’s climate
change policies than the diffusion effect from hdigring states (p. 544). In their
analysis of the variation in state policies to povensmall scale wind energy, Wiener and
Koontz (2010) found that the role played by intéeterminants was most applicable
but also acknowledged that some evidence of refafiasion was evident. Their
results indicated that the factors that influenaeddate’s level of support for small scale
wind energy differed for each state and ultimafelynd that citizen ideology was a good
predictor especially for states located at eitimel @ the political spectrum (p. 645). The
authors felt that variables highlighted by the oegil diffusion model were significant in

some but not all cases. Chandler (2009) in hidystii state adoptions of sustainable
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energy portfolio standards discovered that the ptdged by internal determinants,
namely affluence and governmental ideology wasiogmt. The author also found that
the role played by regional diffusion was also gigant especially among similar states
(geographically and isomorphs) (p. 3280).

Current policy innovation research appears tocaugi that the role played by
internal determinants is stronger that regiondludibn in predicting RPS adoption and
innovation. It is however not known if RPS targatdls can be predicted by similar
factors. It is evident that renewable energy poéidgption is influenced by several
factors internal to a given state; these inclu@estiate’s natural endowment or potential
capacity of renewable energy, political ideology atate affluence. In this study several
internal determinants were tested and a regiofffalsitbn analysis was performed to
determine which has the greater ability to pre&eS target levels. Internal determinants
were comprised of a combination of geographic, eown, regulatory, political ideology
and infrastructural barriers. Table 3 provides msary of policy innovation literature
arranged by thematic component, authors, areaestwtid the conclusions and

contributions of each research study.

2.4 RPS Design and Development

The proper design of a renewable portfolio stath@gacrucial if it is to be
effective in encouraging the utilization of renewgaénergy sources and in reaching
specified target levels. Wiser, Namovicz, Gieleskd Smith (2007) acknowledged that

"Comparative experience from states that have and hot achieved substantial
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renewable generation growth highlight the importaatdesign details in achieving
stated policy objectives” (p. 20). ResearchergHaund that there are multiple factors
that contribute to the development of effectiveesgable portfolio standards. This
section will present more recent research thatrideescpolicy design factors that lead to
a more effective RPS. A second portion of thisisaaiescribes the importance of policy
target levels and the various methods that have belezed to measure the stringency of

these target levels.

2.41 Effective RPS Design

Several researchers have found that the choipelwly target levels, incentives
and penalties influence overall policy effectivemeBerry and Jaccard (2001) explored
RPS implementation issues in three European casntrine U.S. states, and Australia,
and found that the key considerations in the desfgm RPS included the selection of
the target or quota for energy production, thedie of ideal eligible energy resources,
geographic applicability, flexibility mechanism atiee assignment of administrative
responsibility (p. 265-268). In their study of RP$lementation in several states, Wiser
et al (2007) noted that not all states are on eentitrajectory towards meeting their RPS
mandates because of overly-aggressive RPS benctnraaklequate policy enforcement,
policy duration uncertainty, and too many exempgioffered to utilities (p. 13). The
authors further state that the "Comparative expeadrom states that have and have not
achieved substantial renewable generation grovghlight the importance of design

details in achieving stated policy objectives"1p). Mahone, Woo, Williams and
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Horowitz (2009) utilized the state of Californi&®S in their study and found that in
cases where renewable energy was more expensivesghgared to conventional
energy sources, increasing the RPS target pereaerdésgd the cost effective level of the
overall investment in energy efficiency (EE) pragsaprovided the avoided generation
costs due to reduced demand were taken into acount4). In addition, the authors
felt that renewable portfolio standards could beeveiffective if their targets were
coordinated and combined with existing or planneergy efficiency programs (p. 774).
Finally Carley (2009) in a study that utilized Us$ate level RPS data concluded that the
standards are encouraging total renewable investamehdeployment but are not
increasing the percentage of renewable generatistates’ portfolios. Carley attributes
this to poorly structured policy design featured areak enforceable penalty mechanisms
(p. 3079). In their study of 32 states with a n&tndy RPS, Fischlein and Smith (2013)
conclude that policy design is important, but tbke renewable portfolio standards play
can be more complex as several external factorsndlarence their effectiveness. The
authors state that an RPS may not be the soler filaetbinfluences renewable energy
deployment and that renewable portfolio standaydsally interact with other state and
federal policies, resource endowment and existirgstructure, and other political and
social factors (p. 305). Fischlein and Smith (204I8p assert that "once other design
aspects are taken into account, it appears thatdiney goal can in actuality be much
lower, because loopholes often exist that weakamgsincy” (p. 304).

Other research has pointed to the influence ttheralesign factors including
incentives for compliance and the coordinationxatng state climate change policies

have on RPS effectiveness. According to Yin andétse\2010), renewable portfolio
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standards have had a significant and positive effiedn-state renewable energy
development. Utilizing a new and improved measurdroéthe stringency of an RPS
they also found that allowing the free trade ofereable energy credits can significantly
weaken the impact of an RPS. Carley’s (2011) reweclimate change policies found
that it was often beneficial if two or more statesan entire region coordinates their
policy efforts (p. 298).It appears that target level selection is a venydrtant design
factor influencing RPS effectiveness and ultimatecsss. It also appears that climate
change policies may be more effective if they amaloined or coordinated with other
existing programs and policies such as those ti@dwgage and promote energy
efficiency.

State public utility commissions are the governrakentities that are charged
with overseeing the implementation of an RPS, idiclg the administration of renewable
energy credits. According to Gormley (1983), the teading models of the regulatory
process are the capture model and the interespgnmdel. The capture model views
regulatory agencies as the captives of the indissthiey are supposed to regulate, (i.e.
public and privately-owned utilities), (Gormley183). The interest group model views
regulatory agencies as the targets of competingspre groups and characterizes
administrative decisions as compromises designédleonce competing interests and
values (Gormley p. 134).

It is important to consider that the slow progresthe transition to renewable
energy generation sources could be a strategy gegloy politicians, regulators and
policymakers. According to Kingdon (1994), incrertadism could be considered to be a

purposeful strategy that one might utilize to matape outcomes (p. 84). Individuals are
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reluctant to take large risk-laden steps in tharbegg as there is a sense of apprehension
that results from being unable to calculate thepidl political fallout from a decision
(Kingdon, 1994, p. 84). In this study, two regalgtbased factors that could be
considered important in influencing the developnard design of an RPS are the
numbers of state commission regulatory staff aechtmber of state energy providers

that the regulators must regulate.

242 Measuring RPS Target Levels

Typically an RPS defines a percentage goal ofwabée generation sources and a
target end date, or a graduated series of targelslever timeShirmali et al (2012) point
out that in early studies, an RPS had been repesséy a dummy variable that
accounted for either policy existence or its absdpc 7). The authors add that Yin and
Powers (2010) quantified RPS impact as a counabkbaifor the years since policy
implementation and the yearly RPS requirement@ereentage and also introduced a
more nuanced instrument, the incremental sharaarfor policy stringency (p. 7). The
incremental share (IS) variable developed by Yid Bowers (2010) took into account
the heterogeneity in policy coverage of load-say\@ntities (e.g. exemptions for some
load serving entities) and existing RE capacity.(allowing existing generation
infrastructure to fulfill the RPS requirement). (MPowers, 2010, p. 1142). Yin &
Powers (2010) felt that their incremental shamaéde "represents the incremental
percentage requirement or mandated increase iwedihe generation in terms of the

percentage of all generation” (p. 1142). Overaih &hd Powers (2010), contest that their
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measurement technique was a better indicator ahtmgnitude of the incentive provided
by an RPS because it accounted for several keydeBign features that impact RPS
strength and can better differentiate between aggre policies with weak incentives
and seemingly moderate policies that are actualite@mbitious, (p. 1149).

In subsequent studies, researchers have measuthRyjet level stringency by
expressing it as the percentage change in targgtper unit time. Efforts have been
made to enhance this method of measurement by osing comprehensive approaches
that take into account RPS-specific factors inalgdexiting renewable capacity, policy
areas of coverage and carve-outs for differentwabée sources. In their study of
regulatory stringency and policy drivers Carley &bt (2012) employed an approach
that accounted for the share of a given statedrgdal load to which the RPS applied.
Their approach produced a prorated average anenelldf change that accounted for
exclusions for specific industries or publically+oed utilities that diluted the overall
scope of the policy (p. 15). Table 4 provides mmsary of policy design and stringency
literature arranged by thematic component, autlaves studied and the conclusions and
contribution of each research study. In this gtilee measures of RPS target level or
stringency were utilized. The first measure inclié&isting RE capacity to provide a
measure level of ambition or effort, the secondsueatook into account policy
coverage and the third provided a measure of atestdtget level. These measurements

of target level stringency will be described inaex detail in the methodology chapter.
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2.5 Case-Specific Literature

The third section of the literature review presecdse-specific literature and is
divided into four sub-sections. Its first sectiogsdribes the economic model that will be
utilized in this study. The second sub-section diess the benefits and costs of
renewable energy and which underscores the neplhte a focus on the cost-intensive
infrastructural barriers affecting RE deploymerfbg§. The third sub-section provides a
historical summary of climate change and renewablergy policy mechanisms in the
United States which have lead to the present stagwvable portfolio policy mechanisms
and state-mandated RE goals that are now in eefdurth sub-section describes geo-
spatial analysis techniques and their increasirggassquantitative analysis tools in the

social sciences.

251 Economic Market Modd

In the U.S. electricity market public and privateesgy providers (or utilities)
either generate electric power or purchase it froskependent power producers (IPP’s)
and sell it to their residential, commercial andustrial customers. These energy
providers are regulated by state public utility eoissions and in most cases operate as
natural monopolies providing electric power to theistomers as an excludable and non-
rivalrous club good. The original and historicaasen for the application of regulation

was to prevent the monopolistic pricing of eledtyicState regulators set the market

41



price of electricity at a level that assures thrgy providing utilities remain in business
and provide affordable service to all of their cuseérs.

The electric power that is supplied to customedersved from multiple
generation sources depending on their cost andbauday. The most recent (2012) data
from the U.S. Energy Information Administration Alindicates that 67% of U.S.
electricity is derived from fossil fuel resourcexleb% is derived from renewable
generation sources, (wind, solar, geothermal aoch&ss). Fossil fuels comprise the
largest generation source primarily because theyaced lower that competing sources
and have higher energy conversion efficiencies. imbeeasing returns to scale
phenomenon associated with large fossil fuel geoera&reates barriers to entry for
smaller scale alternative renewable energy (REg@@ion sources. This phenomenon
ultimately results in an imperfect competitive metrknd a market failure that contributes
to the formation of a natural monopolistic envira@mhfor fossil fuel generation
resources.

One negative externality and social cost assatiatth the utilization of fossil
fuel sources to generate electricity is air podintin the form of greenhouse gases
(GHG's). Some consider this production of GHG'sd@n unsustainable market activity
that necessitates the need for some form of govemtahintervention. Several policy
responses have emerged to encourage and promagerfeREation sources that either
eliminate or mitigate the negative externality ofpollution. The expectation of such
policies promoting investment in the private god®R& is that they will stimulate growth

of the RE industry, advance RE technologies andtely reduce the cost of RE
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generation to a point where it becomes cost cotmgetivith conventional fossil fuel
sources.

In the U.S. electricity market the primary govermta intervention mode is state
level policy responses in the form of RenewabldfBloo Standards. These standards are
command and control instruments that utilize penfamce standards and targets.
According to the National Association of Regulatbiylity Commissioners (NARUC),
these policies obligate regulated energy provittersclude in their generation portfolios
a certain amount of electricity derived from renblgaesources. Policymakers are
hopeful that renewable portfolio standards will adlee the reliance of U.S. energy
suppliers on RE by maintaining and incrementalbreasing the quantity of RE over a
specified period of time and thus allowing the neattio decide if they remain a viable
electricity generation source. In addition toisgtperformance standards, renewable
portfolio standards also promote the growth of REnposing penalties on energy
suppliers for non-compliance in meeting specifigttRrgets. Policymakers hope that
the investment in the private good of RE ultimatesults in growth in its market share
of the U.S. generation mix and in the growth of teéhnologies. In addition,
policymakers hope that a decreased reliance byntrket on fossil fuel sources will
result in the mitigation of and eventual correctadrair pollution externalities. The need
for a policy response is twofold: first to corrélae failure of the market to provide a
competitive market that allows RE to compete witbsil fuels and second to remove or
at least mitigate the negative externality of aMytion. Using the market model
described above, this study will utilize publicargst theory of regulation to determine

the effect of the degree of regulation providedh®ystate has on RPS target levels.
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In addition to public interest theory, this studyl wiso test the economic theory
of infrastructure-led development. Previous emplrgtudies in this area have
determined that infrastructure investment has haas#ive effect on economic output
and growth. In applying this theory to climate chamfforts, we look toward the effect
of infrastructure on renewable energy deploymeiarest. Several researchers have found
that there are several infrastructural barrieneteewable energy (RE) infrastructure
deployment namely in the form of the lack of ancqudee electricity transmission
network. Utilizing the known infrastructural bamseo RE market penetration, this study
will determine if the target levels of state renelegportfolio standards, a proposed
driver to stimulate RE development and economievgjipare influenced by the amount

of available electricity transmission infrastrueur

252 Renewable Energy Benefitsand Costs

In order to gain an understanding of the motivaibehind the policies that drive
U.S. efforts to promote the use of renewable engemeration sources it is necessary to
understand the benefits and costs associated lvath.t Renewable energy sources
provide an alternative to conventional electrigggneration sources derived from fossil
fuels. The use of fossil fuels in the pursuit oéegy has had and will continue to have a
profound effect on the earth. Current studies leyltitergovernmental Panel on Climate
Change (IPCC, 2007) have provided strong evidematanthropogenic greenhouse gas
emissions and aerosols are contributing factocdinmate change in the form of recent

global warming trends. According to the U.S. Démpant of Energy’s Energy
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Information Administration (2008), energy-relateattwon dioxide emissions account for
more than 80 percent of U.S. greenhouse gas emssdioaddition, growth in these
emissions since 1990 has resulted largely froness®s associated with electric power
generation and transportation fuel use (EIA, 20a3gspite efforts to increase the
amount of energy generated from renewable soufegs,solar, wind and geothermal),
the current percentage of energy produced in theetdiStates derived from fossil fuel
sources such as coal, natural gas and petroleangssat nearly 80% while renewables
constitute only 8% of the total (EIA, 2010). Imrtes of future demand, Klare (2008)
predicts that the worldwide energy requirementseapected to rise by 57% between
2004 and 2030 and that this will subsequently regaiisubstantial boost in the output of
every source of energy, including fossil fuels, leac, hydropower, and renewable
sources (p. 11). Klare (2008) also indicated preditoleum, which accounts for
approximately 40% of world energy use is the enamyrce most likely reach peak a
maximum or peak level and subsequently dwindldértext few decades (p. 14).

The National Association of Regulatory Commissisn{@001) has articulated
several benefits associated with renewable ene@me of the primary benefits
associated with renewable energy resources meut@neetheir low impact on the
environment in terms of air pollution, climate chgandegradation of land and water,
water use, wildlife impacts and radioactive wagppes3). Second, they feel that
renewable sources increase the diversity of en@sgpgurces which in turn contributes to
price stability, improves the reliability of theeelrical system and promotes competition
(p. 4). Third, they feel that prolonged policy popt for renewables will ultimately result

in the further advancement of renewable energyn@ogies and will render them more
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cost effective (p. 4). Fourth, they feel that tats economic development benefits will
be derived from the development of renewable pgAaits especially in areas with
abundant renewable resources (e.g. solar, windhdss). Finally, the authors point out
that political benefits will be gained as policyneak respond to their constituents
expressed support for renewable energy (p. 5).

Olz (2007) and the International Energy AgencyA)l8escribed the
enhancement of energy security as a primary beasgiciated with the derivation of
energy from renewable sources. The European Casioni§2000) defined energy
security as "The uninterrupted physical availapitit energy products on the market, at a
price which is affordable to all customers, privatel industrial” (p. 13). Olz (2007) also
described the role of RE in enhancing energy sscasi a risk mitigating agent and
describes three energy security risk types. Thieoadirst described the energy security
risk of energy market instabilities caused by ues@en changes in geopolitical or other
external factors which can occur due to politiaadast, conflict or trade embargos (p.
13). Second, Olz described technical failures ischower outages caused by grid or
generation plant malfunctions, human error, acasland offered that these failures have
sharp and wide ranging effects due to the inheremiplexity of power system networks
(p. 14). The third type of security risk that Q12007) described was physical security
threats which include terrorism, sabotage, theft atural disasters. These risks can
ultimately affect power substations and transmissites, oil and gas exploration,
resource extraction and refining installations eradsportation networks and

infrastructure (p. 14).
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There is a growing body of research that indicéttasthe initial cost of RE is
higher than conventional fossil fuel generationrses. Studies by Staudt (2008) and
Davis & Davis (2009) indicated that the costs oérggy derived from RE sources are
higher than conventional fossil fuel energy genermasources because of their lowered
efficiencies and the incremental costs associatédtieir integration into exiting
electric power systems. The overall lower powersitees and larger land requirements
of renewable generation sources when comparedssi fael derived sources have also
been described by Staudt (2008). In addition, ®&bDavis (2009) found that one of the
most serious added costs associated with renewabhgy sources are associated with
their intermittent output and the lack of energyage and transmission capacity. The
intermittent nature of renewable sources is alsoreern in terms of the maintenance of
gird stability. Finally, Lenard (2009) indicatdaht wind and solar renewable energy
sources raise reliability issues due to the fluatug in their supply (p. 10).

Previous research indicates that the costs assdaiath the integration of RE
will be immediate but the benefits may not. Thiglier underscores the need to place a
focus on the infrastructural barriers to RE develept as predictors of RPS target level.
In this study these barriers will include the numdsiecircuit miles of electric power
transmission lines and a measure of the densityapgmission lines in a given state
(circuit miles per square mile). The average poftcelectricity (in cents/kWh) will also

be included as a variable that is representatithentost of electric power for each state.
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2.53 Renewable Energy Policy M echanisms

In the United States, there are several federgiomal and state policies that
encourage the utilization of renewable energy smsirAccording to Menz and Vachon
(2006), the pace of renewable energy developmenbéean influenced by regulatory
changes, particularly those that restructured @fectricity industry in the 1980’s and
1990's. Key federal laws that facilitated this rasturing were the 1978 Public Utility
Regulatory Policies Act (PURPA) which requireditigk to purchase electricity
produced by non-utility entities, and the Energ¥idyoAct of 1992 (EPACT) which
required utilities to open their transmission linesll producers and generators of
electricity, including renewable sources (Menz &Wan, 2006).

During the last ten years there has been a largeiainof research relating to
renewable energy policy development and into tbtofa that lead to climate change
policy adoption. The main policy instrument utilizim the energy generation industry in
the United States is the Renewable Portfolio StahdaRPS. A typical RPS requires
energy producers to provide a gradually increapgrgentage of their overall generating
or electricity sales from qualifying renewable stes by a certain date (Menz et al.,
2006). In many cases the fulfillment of this oblign by electricity generators within
the market can be alternatively be facilitatedhmy ise of some kind of tradable
renewable energy credits or certificates (Rowla@040, p. 23). The first RPS,
according to Lyon and Yin (2010), was establisreti983, when the state of lowa
passed the Alternate Energy Production law reqmitstwo investor-owned utilities to

contract for a combined total of 105 megawatts (MdVyeneration from renewable
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energy resources. The majority of U.S. states &dbRPS standards on or soon after
2000. According to Carley (2009), it was hoped tha trend in state energy
policymaking would encourage those who fear thefreations of global warming and
the over-reliance on foreign fossil fuels (p. 3072)

As a direct result of these renewable portfolamgiards, several state public
utilities commissions have established progranaltav energy providers to buy and sell
portfolio energy credits (PEC's) or renewable epergdits (REC's) in order to meet
portfolio requirements. One PEC or REC generapresents a single kilowatt-hour
(kwh) of generated electricity. Under this stamldine state's principle energy provider
must use eligible renewable energy resources tplgamminimum percentage of the
total electricity they sell to customers.

In the time since the proposal, adoption and imgeletation of renewable
portfolio standards, a notable amount of solardxnd geothermal renewable generation
capacity has been deployed in the United Statesoiing to U.S. Department of
Energy’s Office of Energy Efficiency and Renewahbleergy (2010), excluding
hydropower, renewable electricity installed capab#ds now reached about 53 gigawatts
(GW) in the United States. In addition, the ingtdlfenewable energy capacity in the
U.S. has more than tripled between 2000 and 2009.

At present, the U.S. federal government has nomatRPS in place. With no
federal portfolio standard currently in place, thé&. states via RPS development and
adherence have clearly taken the lead in the dpnedat of climate changes policy. Rabe
(2004) attributes this situation to the fact thaliqy entrepreneurs have taken advantage

of the failure of the federal government to desigenact an emissions reduction policy,
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the informal nature of state level policymaking dhel absence of opposing interest
groups, and because the states perceive it indtgireconomic self interest to do so (p.
27). In addition, Rabe points out that it is likédy the foreseeable future that American
climate policy will build on the respective strehgiof both federal and state
governments and possibly evolve into a multileviehate governance system (Rabe,
2008, p. 125).

Present research has indicated that climate chawlgres at the state level
appear to have been successful in increasing taeaimount of renewable energy
generation infrastructure in the United Statescokding to Rowlands (2010), the main
advantage of renewable portfolio standards isttiet virtually assure the development
of predetermined quantities of renewable elecyri@hd by virtue of their reliance on
market mechanisms, encourage cost reductions aomnpgeting producers and
generators (p. 185). The limitations of an RPS@ggh are mainly price uncertainty in
that the financial impacts borne by ratepayerstardayers can only be discovered after
the introduction and implementation of the polipy 185). For the foreseeable future,
state level renewable portfolio standards appebetthe primary policy driving the
planning, development and deployment of renewatdegy generation infrastructure in

the United States.
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2.54 Geo-Spatial Techniques

Spatial and proximity dependence is best summedayufpbler's first law of
geography which states "everything is related trghing else, but near things are more
related than distant things" (Tobler, 1970, p. 19Bhe concept of spatial diffusion can
be traced back to the work of Hagerstrand (1952) sthdied the spatial diffusion of the
acceptance of subsidies by farmers in Sweden andtifthat the transfer of knowledge
required repeated interaction and was more likelydcur in conditions of close
geographic proximity and drew attention to the img@oce the quality of interpersonal
communication. In his studies of the diffusion mhovations, Hagerstrand (1967)
developed a three stage sequence of change. $hetéige described by the author is
local concentrations of initial acceptances onahigglomerations (p. 133). This first
stage was followed by a second which consistetlefddial dissemination outward from
initial agglomerations and was accompanied byeafsecondary agglomerations, while
original centers of innovation continued to condgrd during the third stage, a
saturation occurred and growth ceased (p. 134)etséignd (1952) next presented three
basic assumptions for spatial diffusion. The fivsis that from the beginning the entire
population was informed about the innovation, sdc¢dimat acceptances occurred
independently of one another is a random precedeamla, and third, that the course of
the growth curve was not considered (p. 141). Thka divided potential barriers to
diffusion into i) unevenly distributed willingness opportunity to accept the innovation,
i) an uneven distribution of information regarditige innovation, and iii) some

combination of these two afore-mentioned factorsl48). In this particular study the
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uneven distribution of willing adopters could coméhe form of state public utility
commissions with differing budget levels, RE poi@ntapacity and attitudes towards
renewable resources because of differing ideolbgieavpoints stemming from each
state's dominant political party. An uneven disttibn of information could take the
form of state legislatures and public utility conssions that utilize different means of
communication among themselves or with their ctunestits, (e.g. TV, radio, Internet,
etc.).

Hagerstrand (1967) identified two predominantdead in the spatial diffusion of
innovations processes. First, he described thghberhood or proximity effect”, where
innovation acceptances tend to cluster in a maratated to their location with respect to
one another. In this study neighborhood or proxiraftects might occur in U.S. states or
regions who have similar renewable energy potenéiphcities, (e.g. solar in the U.S.
desert Southwest and wind in the U.S. Midwestegiores). Second, Hagerstrand drew
attention to the role of information, in particylarivate information in the form of face-
to-face conversations as a crucial driving forceite innovation diffusion (p. 164). In
this study the forms of private information coulkel @dommunication between state
policymakers, public utility commission staff antility executives.

In the last ten years spatial econometric modadsgo-spatial analyses have
been utilized in an increasing number of fieldshia social sciences and a better
understanding of diffusion processes has been dasa result. Much of this research
has determined that competition is a key fact@patial diffusion processes. In his study
of the spatial diffusion of state government pelecand their related implementation

organizations, Jenson (2004) found that degrespatfal diffusion varied greatly and
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that policies with an institutional basis showedahsence of spatial diffusion while
competition-based polices did indeed diffuse spgt{p. 109). In their research, Berry
& Baybeck (2005) employed a spatial approach toftesnterstate competition. They
utilized geographic information systems (GIS) tamtsl found that in the case of lottery
adoptions, diffusion was primarily due to competiti

According to Anselin (2001), the increased attentimthe testing for spatial
interaction can be attributed mainly to the growimgrest within theoretical economics
in models that account for interactions betweemenuc agents and other heterogeneous
agents in the system, (p. 310). Alternativelyestdin many cases the outcomes or
incentives for action of individual actors do nepénd solely on the attributes of the
individual, but the structure of the system, tipgisition within it and their interactions
with other individuals" (Ward & Gleditsch, 2008,1. In this study a global
autocorrelation analysis (Moran's 1) will be utddzand a local autocorrelation analysis
will also be utilized to check for cluster centdrat are contributing to the global
geospatial outcome. The above-mentioned geogrdphwaighted regression analysis
techniques will serve to augment the more commolivadate regression (OLS)

statistical analysis approaches.

2.6 Summary and Resear ch Design M odel

This section summarizes the literature reviewethaiti describe the main
research model and approach that will be takehisnstudy. Figure 1 provides an overall

illustration of how each individual theory and caskated empirical studies from major
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literature themes contributed to the selectionretictive factors and ultimately the set
of independent variables to test for their abildypredict RPS target levels. First,
regulation theory and studies of the effect of tagion on policy initiatives were
examined to derive a set of regulatory factorest.t Second, the theory of
infrastructure-led economic development and conteary studies of infrastructure's
role as a barrier to renewable energy developmahtaployment efforts were reviewed
and multiple infrastructural factors were deriveohfi known barriers. Third, policy
innovation theory's internal determinants and nreglaliffusion models were examined
along with studies of the adoption of climate chapglicy. Geographic, economic, and
political ideological factors representing stateeinal determinants were then selected
from known predictors of RPS and climate chang&pa@doptions. Finally, policy
innovation theory's regional diffusion model ande@&ch studies of climate change
policy diffusion were reviewed to develop factdmattcould be utilized as independent
variables for the diffusion analyses performedejpehdent variables for the nearest
neighbor and geo-spatial diffusion analyses weweldped using these factors to best
reflect the degree of inter-state competition amailation. Tables 1 through 4 provide a

summary of literature reviewed and the contribugiand key findings of each.

54



Test RPS Policy Target Level

Political, Economic and
Social Factors

Geo-Spatial
Analysis

Regional Diffusion
Analysis

Regulatory Factors Infrastructural Factors

Studies of Barriers to
RE Deployment

Studies of the Effects of
Regulation on Markets

Studies of Climate Change
Policy Adoption

Studies of Policy Diffusion
inthe U.S. States

Public Interest Theory Theory of Infrastructure-Led Policy Innovation Theory Policy Innovation Theory
of Regulation Economic Development Internal Determinants Regional Diffusion

Major Literature Themes

Figure 1. Research Design Model

To date only a small number of empirical studi@gehexamined the predictors of
state RPS target levels and there are severalrcbsgaps and controversies. First, a
study has not yet been conducted that tested thet ef state governmental regulation
on measures of RPS target levels. Second, a kaglgot been conducted to determine
the predictive ability of infrastructure on measuoé RPS target levels. Third, no policy
innovation-themed studies have been conductedtmpared the predictive ability of
state internal determinants and regional diffusiormeasures of RPS target level.
Fourth, no study has been conducted of RPS taeygelsl that utilized geospatial global
and local autocorrelation techniques. Finally, ddbrley & Miller (2012) have
conducted a study that tested the predictive ghfippolitical ideology on different

measures of RPS target level.
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These research gaps or controversies provideis floashe following research
guestions outlined below. First, does state reémguiaffect the RPS target levels set by
policymakers? Second, does infrastructure mattepriedicting RPS target levels?
Third, do measures of political ideology predictRfarget levels? Fourth, is regional
diffusion or internal determinants the driver aitstRPS target levels? Finally, are there
geo-spatial patterns of RPS target levels in stafBise sections that follow will link each
of these research questions to individual hypothasd to an accompanying proposed
hypothesis test.

Contemporary research has indicated that RPS iadggtave been influenced by
political ideology, political institutions and relgtory change. Bacot and Dawes (1997)
in their examination of state environmental effdoignd that state population was a key
factor that influenced a state’s environmentalatides. Another study by Menz &
Vachon (2006) indicated that the pace of renewabérgy development had been
influenced by regulatory changes. Finally, Car29Q9) found that political institutions
are significantly related to renewable energy dgplent efforts. With the combined
known effect of population, political institutioasd public regulation on state RE
initiatives and development efforts, it could bgueed that governmental and regulatory
organizational factors matter in predicting RP$§eatevels. With regard to population, it
is projected that policymakers in more populougestavith higher numbers of public
utility commission staff would set their RPS tar@gtels higher. This effect would likely
be strongest in very densely populated statesigtiner pollution externalities as
policymakers could reduce the impact of such mddikires more effectively if greater

numbers of regulatory staff and policymakers wesaalable to develop more aggressive
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renewable portfolio standards. In regard to tasons, it is projected that states with a
higher number of regulated electricity providing@anizational entities would set their
RPS target levels higher because their electriesygrid would be more diversified and
capable of accommodating new generation sourcésgrgiater ease. Finally, given
public interest theory's assertion that regulatsosupplied to protect the public from the
effects of market failures, (Joskow & Knoll, 198i,3), it would be logical to assume

that the magnitude of electricity market regulagoravided at the state level would have
some influence on the design of environmentallyefieral renewable portfolio

standards, particularly the stringencies of themigét levels. At present there have been
no studies undertaken that have explored the dffattstate regulation has on RPS target
levels. This study will test measures of the magletof state regulation of public and
private electricity providers to determine theiteet on RPS target levels and will
endeavor to answer the first research questioragtiet if state regulation affects the RPS
target levels set by policymakers. The hypothesethis research question are presented

below.

Hypothesis 1.

States with larger public utility regulatory conssion staffing levels will set

higher RPS target levels.

Ho:p State PUC Staff = 0

Ha:p State PUC Staff > 0
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Previous studies in the area of infrastructuredeanomic development have
indicated that investment in infrastructure haasifve effect on economic output and
growth. In addition, more recent studies have aata number of infrastructural
barriers to renewable energy infrastructure deplaytnefforts particularly available
electrical transmission lines and a state’s naemdbwment of renewable energy
generation capacity potential. Research condugtessbhauer (1989), Munnell (1992)
and Roller & Waverman (2001) discovered that investt in infrastructure had a
positive effect on economic output and growth.adidition, more recent studies have
revealed a number of infrastructural barriers teereable energy (RE) infrastructure
deployment efforts. Bohn and Lant (2009) found tha primary determinants of wind
energy development were human geographic factgeemilation distribution and
transmission line accessibility (p. 87). Studigavis & Davis (2009), Hoppock &
Patino-Echeverri (2010) and Alagappan, Orans & \{&d.1) have all drawn attention to
the importance of transmission line infrastructiaréhe development of renewable
energy resources. Menz and Vachon, (2006) fouaidvtind generation deployment
levels were dependent upon the state’s naturalvemaat of wind capacity potential. It
would be expected that policymakers in states higher amounts of existing
transmission network infrastructure, known to bediaive to RE deployment, might set
their RPS target levels higher. It would also kpeeted that policymakers in states that
have higher net generation capacities and substdgaemore robust and diversified
system, could accommodate new generation sourceseaasily and therefore would
support more stringent RPS targets. Finally it wideg assumed that states with higher

potential capacities for renewable energy generaources would set higher RPS
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targets. What is not currently know is the effibett these infrastructural factors have on
the RPS target levels set by state policymakeifzidg known infrastructural barriers to
RE market penetration, this study will determinthi target levels of renewable
portfolio standards, a proposed driver to stimuREetechnological development and
economic growth, have been influenced by the amolavailable electricity
transmission infrastructure. In addition this studl test the effect that a state's natural
endowment of RE potential capacity has on RPS téegels. In performing these
analyses, this study will answer the second rebeguestion of whether infrastructure
matters for predicting RPS target levels. The higpsis for this research question is

indicated below.

Hypothesis 2.
Infrastructure does matter. States with highersinaigsion line densities will set

higher RPS target levels.

Ho: B T-Line Density = 0

Ha:p T-Line Density > 0

Researchers have found that state RPS adoptiaesmaivated by governmental
ideology and political party dominancy. StudiesMgtisoff (2008), Lyon & Yin (2010)
and Huang et al (2007) have indicated that stdigqad ideology and political party
dominancy influence renewable energy policy adopéind that a strong Democratic

party presence and/or liberal attitudes have aipesffect on climate change policy
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adoption. In their examination of renewable pditfgtandards, Carley & Miller (2012)
found that standards of differing stringenciesratgivated by systematically different
factors including government level ideology. Itherefore expected that states that are
more Democratic than Republican will favor a mdrengent RPS target level goal. In
the study of RPS target levels, little is currekihypwn regarding the abilities of measures
of state citizen and governmental level ideologprtedict RPS target levels. Using
measures of state citizen and state governmentigh\adhis study will endeavor to
answer the third research question of whether nmeasi political ideology can predict

RPS target level. The hypothesis for this resegugstion is indicated below.

Hypothesis 3.
States that are ideologically more liberal (citizerd governmental level

ideology) will set higher RPS target levels.

Ho: B Political Ideology Index =0

Ha:p Political Ideology Index >0

Contemporary studies in the arena of policy intiovethat have examined the
abilities of state internal determinants and regialiffusion to predict RPS adoptions
have had mixed results. Some researchers havéoalso that the role played by state
internal determinants was stronger while otheretemknowledged the presence of a
regional diffusion effect. Chandler (2009) in btady of state adoptions of sustainable

energy portfolio standards found that the role pthlgy regional diffusion was significant
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especially among similar states (geographicallyiaachorphs) (p. 3280). In their study
of the predictors of state climate change poligyowation, Wiener and Koontz (2010)
found that the role played by internal determinavds most applicable but also
acknowledged that some evidence of regional diffusvas evident. It would be
expected that state policymakers would set the® RiPget levels higher if a higher
fraction of their nearest neighbor states havéiggier targets and it would also be
expected that states would set higher RPS targeisld a higher fraction of neighboring
states have deployed the same or higher amouehefvable energy capacity on their
state grid system. It is possible however thatestmight set their RPS target levels
lower than their neighbors if the policy environrhennot a truly competitive one, but
one driven more by economic factors. In such aate, state policymakers might take
a "wait and see" approach and observe the targebs/gheir immediate neighbor states,
set their RPS target levels lower and elect tolpase renewable energy credits from
neighboring states and forgo the costs of RE itMnature and/or the costs of integrating
RE generation sources into their grid system. Vithptesently not known is whether
state internal determinants or diffusion effectgenthe ability to predict RPS target
levels set by state policymakers. This study etittthe predictive ability of economic,
geographic and regulatory state internal determgnand will also test for diffusion
effects using the RPS target levels and RE capandtglled in nearest-neighbor states. In
performing the above-mentioned analyses, this stuliyanswer the research question of
whether regional diffusion or internal determinaauts the dominant driver of state RPS

target levels. The hypothesis for this researclstpe is indicated below.
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Hypothesis 4.
Regional diffusion matters. States will enact &8SRwith higher target levels if
their neighboring states have the same or highiegent target levels or install

the same or more renewable generation capacity.

Ho: No diffusion effect by nearest neighbor state

Ha: Nearest neighbor states diffusion effecttexis

Some of the research describing the role playecgipnal diffusion in predicting
RPS adoptions has determined that the diffusioif@ttewas especially significant
among similar states (geographically and isomorpFs® majority of studies that have
explored the effect of diffusion on RPS adoptiod amovation have utilized some form
of nearest-neighbor regional diffusion model, boh@ have utilized a geo-spatial
approach. In this study two forms of geospatialysiswill be utilized: a global
autocorrelation analysis (Moran's 1) utilizing Sphtag and error models and a test for
local indicators of spatial autocorrelation (LIS#)check for cluster centers that are
contributing to the global geospatial outcome. Tike of these two geospatial analysis
approaches will contribute to the answer of thalfresearch question which queries if
there are geo-spatial patterns of RPS target lewedtates? The hypothesis for this

research question is indicated below.
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Hypothesis 5.
Geo-spatial effects exit in the form of regionalster centers. States will enact

RPS policies with similar target levels as theas@st neighboring states.

Ho: No local patterns of a geo-spatial diffusedfect exists

Ha: Local patterns of a geo-spatial diffusioreeffexists
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CHAPTER 3: METHODOLOGY

This chapter provides details on current renewpblt#olio standards, their target
goals and the design and development of the deperdgables representing measures
of RPS target level strength. The first sectiocu®es on the primary unit of analysis;
U.S. states with an RPS in effect and describasypotigins, the state of renewable
portfolio standards and their current target lev&lsecond section introduces the
dependent variable: RPS target level and descsiwe® of the previous methods
researchers have employed to measure it and tHedsthat were employed in this
study to provide meaningful, distinct measures BSRarget level. Independent variables
that were utilized in this study are describedhm third section in terms of how they
were chosen and developed to represent measuties dégree of state regulation,
infrastructural barriers, citizen and governmeidablogy, state internal determinants
and regional diffusion. The fourth section desesiblata sources utilized for this study
which included multiple governmental, institutioreld private sources. A fifth and a
final section introduces and describes the stagisinodels that were utilized in this study
and traces their development in terms of the ketofa identified in the empirical
literature, existent research gaps and controeesid describes how they were utilized
to test the hypotheses. This final section wasdédiinto two parts: the first describing
the multivariate regression model and a secondritesg geospatial autocorrelation

models.
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3.1 Primary Unit of Analysis

The primary unit of analysis for this study wakllS. States that had an RPS in
effect or a specified target RE goal. At the tiofi@nalysis, data from the 2013 Database
of State Incentives for Renewables and EfficierR$IRE) indicated that a total of 29
states had an RPS and 8 states had an establighgdaR The resultant total of 37 states
were further analyzed and it was decided the switdexas and lowa from the data set
because their RPS target levels were measuredahMdV of RE capacity and not as a
percentage RE goal. In addition, Texas and lowavaenong the very earliest states to
enact an RPS, have met their established RPS daagédtto date have not revised their
standards to reflect future dates and target ptagengoals. In addition, the state of
Maine was removed from the data set because itepgro be an outlier in terms of its
high percentage of existing RE capacity and comegdmgly low RPS target goal which
had been easily exceeded long before its interaggtt date. It should be noted that a
number of U.S. southern states did not have an &RSted or RE goal. These states
included Kentucky, Tennessee, Arkansas, Louisi&labama, Mississippi, Georgia,
Florida and South Carolina. This noticeably largsographic gap in RPS and RE
initiatives may be partially due to the existentehe federally-owned Tennessee Valley
Authority (TVA) Corporation which provides power kKentucky, Tennessee, Alabama,
Mississippi, Georgia, North Carolina and Virgini&inally, the state of Hawaii was not
included in the regional diffusion analyses becatisid not border any other U.S. state

and therefore would not render a diffusion effatibther states.
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A map of U.S. states and RPS targets is providdedgure 2. A summary of state
renewable portfolio standards and their associaedctment dates and originating
legislative action is provided in Table 5 and RR&get levels and target dates are
summarized in Table 6. In addition, eight U.Stedaand two U.S. Territories have set
goals of having a certain percentage of renewahkrgy generation capacity by a
specified date and are summarized in Table 7. réigrovides a color-coded U.S. State

map indicating the number of years each state'siRB®een in effect.

Renewable Portfolio Standard Policies
www.dsireusa.org / March 2013

- - ME: 30% x 2000
WA 157 2300 [ sy
i cel: 30% x 2020) . 25

MT: 15% x 2015 = 2} 20% RE & CHP x 2017 NH: 24.8% x 20
(
ND: 109 x 2015 MA: 22.1% x 2020

5

& TX: 5,880 MW x 2015*
Y
) &,
' \
» o
. Renewable portfolio standard <> Minimum solar or customer-sited requirement
. Renewable portfolio goal 3k Extra credit for solar or customer-sited renewables
6 Solar water heating eligible + Includes non-renewable alternative resources

Source: Database of State Incentives for Renewd&bkfficiency, (DSIRE)
http://www.dsireusa.org

Figure 2. U.S. State Renewable Portfolio Standards.
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Table 5U.S. State RPS Goals and Legislative Origins

State Policy Enacted State Legislative Action
Arizona 1996 ACC Ruling

California 2002 CA Public Utilities Code § 399.1tlseq.
Colorado 2004 CRS 40-2-124

Connecticut 1998 CT. Gen. Stat. § 16-245a et seq.
Delaware 2005 S.B. 74

District of Columbia 2005 DC. Code § 34-1431 et.seq
Hawaii 2001 HRS § 269-91 et seq.

lllinois 2001 20 ILCS 688/

lowa 1983 IA Code § 476.41 et seq.
Kansas 2009 KS Statute 66-1256

Maine 1999 M.R.S. 35-A § 3210

Maryland 2004 MD. PUC Code § 7-701 et seq.
Massachusetts 2002 M.G.L. ch. 25A, § 11F
Michigan 2008 MCL § 460.1001 et seq.
Minnesota 2007 MN. Stat. § 216B.1691
Missouri 2007 S.B.54

Montana 2005 MCA 69-3-2001 et seq.
Nevada 1997 NRS 704.7801 et seq.

New Hampshire 2007 NH. Statutes, Chapter 362-F
New Jersey 1999 NJ. Stat. § 48:3-49 et seq.
New Mexico 2002 NM PRC

New York 2004 NY PSC Order, Case 03-E-0188
North Carolina 2007 SB.3

Ohio 2008 S.B. 221

Oregon 2007 S.B. 838

Pennsylvania 2004 S.B. 1030

Rhode Island 2004 RI. Gen. Laws § 39-26-4
Texas 1999 TX Utilities Code § 39.904
Washington 2006 Initiative 937

Wisconsin 1999 Act 204

Indiana 2011 S.B. 251

North Dakota 2007 H.B. 1506

Oklahoma 2010 H.B. 3028

South Dakota 2008 H.B. 1123

Utah 2008 S.B. 202

Vermont 2005 Title 30 V.S.A. § 8004

Virginia 2007 VA. Code 8 56-585.2

West Virginia 2009 WYV. Code §24-2F-1 et seq.

Source: Database of State Incentives for Renewablefficiency, (DSIRE)
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Years Under RPS

Bl >20vrs.
B 16-20vrs.
B 11-15vrs.

- 5—-10 Yrs.

[] <5vrs.

Derived from data from the Database of State Ineestffor Renewables & Efficiency (DSIRE)
http://www.dsireusa.org

Figure 3. U.S. State Renewable Portfolio StandandsGoals by Policy Duration
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Table 6

U.S. States with Renewable Portfolio Standards

State RPS Start Year RPS Target RPS Mandate  RR@BtTéear
Arizona 2006 15% 2025
California 2004 33% 2020
Colorado 2007 30% 2020
Connecticut 2006 27% 2020
Delaware 2008 25% 2026
D. of C. 2007 20% 2020
Hawaii 2010 40% 2030
lllinois 2008 25% 2025
lowa 1983 105MW 2000
Kansas 2011 20% 2020
Maine 2000 10% 2017
Maryland 2006 20% 2022
Massachusetts 2004 22.1% 2020
Michigan 2012 10% 1100MW 2015
Minnesota 2010 25% 2025
Missouri 2011 15% 2021
Montana 2008 15% 2015
Nevada 2005 25% 2025
New Hampshire 2008 23.8% 2025
New Jersey 2005 20.38% 2021
New Mexico 2006 20% 2020
New York 2003 29% 2015
North Carolina 2010 12.5% 2021
Ohio 2009 25% 2025
Oregon 2011 25% 2025
Pennsylvania 2007 18% 2021
Rhode Island 2007 16% 2020
Texas 2006 5880MW 2015
Washington 2012 15% 2020
Wisconsin 2006 10% 2015

Source: Database of State Incentives for Renew&bkefficiency
(DSIRE) http://www.dsireusa.org
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Table 7

U.S. States with Renewable Energy Goals

State Goal Year
Indiana 10% 2025
North Dakota 10% 2015
Oklahoma 15% 2015
South Dakota 10% 2015
Utah 20% 2025
Vermont 20% 2017
Virginia 15% 2025
West Virginia 25% 2025

Source: Database of State Incentives for Renewablefficiency
(DSIRE) http://www.dsireusa.org

3.2 Dependent Variables

A multi-state database of renewable portfolio deads and their design
characteristics and metrics was developed forstitidy. Three dependent variables were
calculated using this data to represent distin@suees of each state's RPS target level.
The first method of representing target level desigd as "DV1" utilized a ratio
proposed by Yin and Powers (2010) that includetbfaaepresenting RPS target, total
retail electricity sales and existing renewablergneapacity and is considered to be
representative of target level of ambition or affdihe second method designated as
"DV2" utilized Carley & Miller's (2012) measure t#rget percentage per year metric
which included RPS target, policy duration and RB$erage parameters. This provided
a measurement of target percentage per year ttlatlad policy coverage factors. The
third method of representing RPS target level degied as "DV3" was a more concise

measurement of target percentage per year compmrggdf RPS target goals and policy
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duration. This third measure was intended to reflee absolute target level originally
intended by policymakers. All three dependent \deis were constructed using data
from the Database of State Incentives for RenewablEfficiency (DSIRE) from which

of a total of 353 state RPS year/target observatioere drawn.

3.21 Operationalizing RPS Target L evel

The dependent variables utilized in this study wetended to represent three
distinct measurements RPS target level stringeRog.majority of state renewable
portfolio standards define a target percentage goBE generation and a graduated
series of target levels corresponding to a sefiéstore milestone dates. Previous
researchers have quantified RPS stringency inrthffevays. In their study of renewable
portfolio standards in 16 U.S. States, Yin and RswW2010) measured policy stringency
as an 'Incremental Requirement' variable whichofad industry size, policy coverage
and the amount of pre-existing RE generation gaguolicy enactment into the
measurement. According to Yin and Powers (201@,ttethod of measuring policy
stringency accounted for policy heterogeneity imteof coverage exemptions (e.g.
exemptions for some load serving entities) andtiegsapacity (e.g. allowing existing
generation infrastructure to fulfill the RPS re@gumrent). (p. 1142). Their equation for

RPS stringency was as follows:

INCREMENTAL SHARE; = GOAL;; x COVERAGE X SALES - EXISTING:
SALES
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In Yin and Powers (2010) equatio@OAL;; was the RPS nominal requirement or

percentage target level in a given stadering time spah, COVERAGE; was the

fraction of electricity sales in stateovered by the RPS during time spaSALES; was
the total retail electricity sales in statéuring time spah, and EXISTING was the
renewable capacity that if generated in the futandd satisfy the state RPS requirement
during time span. (Yin & Powers, 2010, p. 1142). Their approattimately produced

a ratio that reflected the mandated increase iewable generation in terms of the
percentage of all generation (Yin & Powers, 201.Q,142). Yin and Powers (2010) felt
that their measurement technique was a strongatatiof the magnitude of the incentive
provided by an RPS because it accounted for sekeyaRPS design features that impact
RPS strength and could better differentiate betveggmessive policies with weak
incentives and seemingly moderate policies thatateally quite ambitious (p. 1149).
The authors ultimately found that the presencendRBS had a significant and positive
effect on in-state renewable energy development.

An alternative method of measuring policy targeel stringency was employed
by Carley & Miller (2012) who examined renewabletfmio standards in 32 U.S. States
and measured stringency as the rate of change geRé&ration target level per time
required by the RPS adjusted by the share of @'stalectrical load covered by the RPS.
The authors calculated RPS 'Stringency' as a tégelt percentage change per unit year
which was obtained by subtracting the starting yeandated percent target level from
the ending year percent target level and dividimg by the total duration of policy target
levels, (RPS target goal end date minus RPS tgagdtstart date), according to the

following formula:
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STRINGENCY = Mandated Goafna — Mandated Goadia: « RPS_Coverage
Yearfinal - Yearstart

In their equation Mandated Gaal was the mandated RPS percentage target leves at th
policy final year, and Mandated Gaqakwas the mandated RPS percentage target level
at the policy start year. In addition, Yeak and Yeak,a were the respective start and
final years for RPS set targets and RPS_Coveragaheapercentage of the state's
electrical load actually covered by the RPS regutat Their formula ultimately

produced a measurement of policy target level gtreexpressed in percentage goal
change per unit time. Using this approach, CarldviBer (2012) ultimately found that
policies of different stringencies are motivatedslygtematically different underlying
factors.

In this study RPS target level strength or stmmoyewas measured using three
methods. The first method utilized was a modifiedsion of Yin & Powers (2010)
approach that takes into account existing RE cpaod hence provided a stringency
measure that was representative of the level oftaffecessary to reach an RPS target.
According to Carley & Miller (2012), the approacked by Yin and Powers that
calculated RE capacity in each policy year, inteetliquestions of reliability because it
produced a target level stringency measure thtgrdd from year to year while the
underlying policy remained the same (p. 739). ha teason Yin & Powers' formula
was modified to account for existing RE capacitaimanner that captures policy
mandated target level change and policy durationgalvith the RPS coverage factor.

This modified 'Incremental Share' measurementzetilithe following formula:
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DV1 LVL OF_EFF; = Mandated Goal %naL it — EXisting RE % RPS_Coverage
YeargnaL it — YearstarT

Mandated Goaknar it = RPS final percentage target gash(e i, time)t
RPS_Coverage Percentage of state's electrical load coveredP$
EXISTING RE % = Percentage of existing RE capaattgtart year
Yeargnac it = Final year of RPS set goatéte i, time)t

Yearstart= First year of RPS set goal

This modified incremental share measurement otpaérget level strength is intended
to be representative of the level of effort or aimobi required to reach the RPS target and
is referred to as dependent variable "DV1".

In the calculation of the percentage amount ofteygsRE it is important to
consider data origins and unit factors as sevssaigs can emerge in the construction of
variables measuring electric energy generatedarestf energy. Shirmali et al (2012)
point out that in previous econometric studies BfSRipporting policies the construct of
variables measuring energy supply can differ intipkel ways. First, energy supply can
be measured in terms of either capacity (watt&) terms of actual generation (watt-
hours). Second, energy supply data can be drawm §.S. Energy Information
Administration (EIA) state level data or from thBAE annual generator survey. The
authors feel that the previous study by Yin and &swhat utilized a generator-level
dataset from the EIA suffered from jumps in data thuchanges in classification
introduced in the late 1990's (p. 17). Third, dls¢hors assert that that RE can be
guantified in either absolute values or in terms percentage of total electricity (p. 6).

With these factors in mind it is important to che@nhergy supply data sources that are
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accurate and representative of real energy prodacedirawn from similar sources so
that they are consistent with one another. Inghisly energy supply data was expressed
in terms of actual capacity (watts), and was derivem the EIA's state level dataset and
will be quantified in absolute values. The percgataf existing RE capacity at the start
year was calculated by dividing the RE capacityH®ytotal state capacity in watts.

The second proposed measurement of RPS targetstkeerfgth was the
stringency measurement developed by Carley & M{@2€12). The formula for this

measurement of RPS target level strength is shalowb

DV2_COVj; = Mandated Goal %na. it — Mandated Goal %rarT + RPS_Coverage
YeargnaL it — YearstarT

Mandated Goaknar it = RPS final percentage target gash(e i, time)t
Mandated Goagrart = RPS starting percentage target goal
RPS_Coverage Percentage of state's electrical load coveredP$
Yeargnac it = Final year of RPS set goatéte i, time)t

Yearstart = First year of RPS set goal

This measurement of RPS target level stringencyavagasurement of policy target
level strength given the quota of state generatavered by the policy that was
expressed in terms of percentage target level épagunit time. This measurement was
meant to represent RPS target level strength ing@f the standard's fraction of
coverage of the total capacity of electricity paerd by regulated energy providers. This

dependent variable is henceforth referred to as2'DV
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The third method that was utilized to measure Ri?§et level strength was one
that was similar to Carley and Miller's approach éluminated the coverage factor. The
formula for this measurement of absolute RPS tdeyet strength is shown below:

DV3 TARGET _ABSOLUTE; = Mandated Goal %naL it — Mandated Goal %rart
YearginaL it — Yearstart

Mandated GoaknaL it = RPS final percentage target gashb(e i, time)t
Mandated Goagrart = RPS starting percentage target goal
YeargnaL it = Final year of RPS set goatdte i, time)t

YearsrtarT = First year of RPS set goal

This measurement of RPS target level stringencyalaslute measurement of policy
target level strength that was expressed in teffrper@entage target level change per unit
time. This measurement was intended to be onedfatts the quantitative target level
originally intended by state policymakers at tmeetiof policy design, development and
inception in terms of a target percentage goaltarget year. This dependent variable is
referred to as "DV3" in this study.

The three RPS target level strength indices daesdrabove provided distinct
measures of the strength of each state’s RPSefatted level of effort or a more actual
measure of the RE capacity required to meet the BBt goal, a measure of RPS target
strength by policy coverage and an absolute meagR®S target level strength in terms
of a target percentage goal and target year. Tapltevides a current summary of U.S.
states and the relative policy target level indioetheir RPS or state RE goal. In

addition, Figures 4, 5 and 6. below depict mapsvaing the relative target level indices
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of renewable portfolio standards by U.S. State.dwarts are also provided in figures 7,

8 and 9 that illustrate RPS target level indiceJly. state ordered by target level.

Table 8

State RPS Target Level Indices

RPS Target Index RPS Target Level RPS Target Level Index*

U.S. State Level of Effort Index* With Coverage No Coverage or Initial RE
Yin & Powers (2010) Carley & Miller (2012) Absolute Target Level
AZ 46.07 42.41 72.37
CA 146.66 116.61 118.75
CO 95.74 121.92 207.69
CT 165.74 146.77 157.14
DC 153.85 123.08 123.08
DE 96.99 89.44 127.78
HI 138.01 150.00 150.00
IL 111.85 114.71 143.75
IN 35.43 - -
KS 108.04 90.56 111.11
MA 100.57 106.74 124.12
MD 110.82 96.32 103.13
MI 276.02 173.33 173.33
MN 39.04 31.87 66.67
MO 99.32 91.00 130.00
MT 93.43 92.00 142.86
NC 95.93 77.27 77.27
ND 28.51 - -
NH 104.62 103.98 105.89
NJ 118.20 105.24 107.06
NM 63.14 72.54 107.14
NV 100.89 83.79 95.00
NY 215.45 67.76 80.00
OH 71.81 72.36 81.67
OK 152.25 - -
OR 87.31 106.57 142.86
PA 111.73 85.49 87.86
RI 111.93 99.30 100.00
SD 54.06 - -
uT 112.95 - -
VA 69.10 - -
VT 99.03 - -
WA 114.32 127.05 150.00
Wi 88.30 71.56 71.56
WV 143.64 - -

Derived from raw data from DSIRE
Database of State Incentives for Renewables & igffixy
http://www.dsireusa.org

* Note: States with RE Goals not Included
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Derived from data from the Database of State Ineestfor Renewables & Efficiency (DSIRE)
http://www.dsireusa.org

Figure 4. U.S. State RPS Target Level Index May1D
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Derived from data from the Database of State Iricestfor Renewables & Efficiency (DSIRE)
http://www.dsireusa.org

Figure 5. U.S. State RPS Target Level Index May2D
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Derived from data from the Database of State Ineestfor Renewables & Efficiency (DSIRE)
http://www.dsireusa.org

Figure 6. U.S. State RPS Target Level Index Majy¥3D
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Figure 7. U.S. State RPS Target Levels - DV1
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Derived from data from the Database of State Irieestfor Renewables & Efficiency (DSIRE)
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Figure 8. U.S. State RPS Target Levels - DV2
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Figure 9. U.S. State RPS Target Levels - DV3

3.3 Independent Variables

This section describes the independent variabkgswere utilized in this study.
Independent variables were chosen and developegtesent measures of the degree of
state regulation, infrastructural barriers, citized governmental ideology and state
internal determinants. In some cases variables medified to control for state size,
population and total electrical system capacitgeparate set of independent variables
were constructed for the tests for regional diffusand geospatial diffusion analyses that

measured the degree of inter-state competitioa.félowing sections describes the
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assumptions, development and construction of eattiteondependent variables
groupings.

Independent variables representing state regylédctors or the magnitude of
state governmental regulation included the totahloer of public utility commission staff
in each state and the total number of regulated stactricity providers. It was thought
that these metrics would best represent the denegulation of electricity providers
since all public electric utilities, cooperativasdanvestor-owned electric utilities are
regulated by the state commission. Two additiomé¢pendent variables were developed
from existing variables to control for the sizeaoftate's electric system. State regulatory
staff per Megawatt (MW) and the number of eledyigroviders per Megawatt were
developed by dividing total state commission saaifl the number of state regulated
energy providers by the total Megawatts of systapecity in each state. These two
variable provided improved measures of state ytiggulation which were independent
of the size of the electric system. The independanable selected to represent state
regulation in the final model was state regulattgff per Megawatt .

The analysis of the effect of state political gy on RPS target levels utilized
one independent variable representing citizen @golnd two variables representing
state government ideology measures originally ceedeand developed by Berry et al.
(1998). According to Berry et al. (1998), theseaswees were constructed using the roll
call voting scores of state congressional delegafithe outcomes of congressional
elections, the partisan division of state legiskasythe political party of the state
governor and multiple assumptions regarding votatsrest groups and state political

elites (p. 327). According to Berry et al. (1998 first ideology variable representing
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citizen ideology was developed by using the ideicligoositions of members of
congress based on interest group ratings (p. 38@)interest group ratings that were
used were those reported annually by Congress@uaiterly and included scores from
Americans for Democratic Action (ADA) and the AFLE@ Committee on Political
Education (COPE). This variable measured citizewology in each district by utilizing
ideological scores for congressional incumbentsnesed scores for challengers to
incumbents and election results to reflect ideaabdivision in the electorate (p. 331).
These ideological scores were then used to creat@-aveighted average measure of
citizen ideology for each state. To measure govemnaeology, Berry et al. (1998)
utilized ideology scores for the state governor toedmajor party delegations in each
house of the state legislature utilizing the sarBAACOPE interest group scores (p.
332). Berry et al. (2010) developed a second gawem ideology measure which
utilized Poole's (1998) common space coordinatasetefrom a comprehensive list of
roll call votes on congress (p. 120). The authdferéntiated between these measures of
governmental ideology that utilized interest gr@gpres and congressional roll call
voting records by designating them as the "ADA/CO&#&d "Nominate" government
ideology measures. In order to control for the terapeffects in this study, the values
utilized for each the three political ideology \aies were averaged to coincide with a
2005-2010 timeframe. The independent variable aliily selected to represent state
political ideology in the final model was the ADAGPE government ideology index.
The independent variables representing infrasiracvere chosen to represent
the barriers known to inhibit renewable energy dgwaent and deployment efforts.

These variables included the state's available \ndflage transmission line infrastructure
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and its total net electricity generation capaciiye variables representing state high
voltage transmission line circuit miles covered twamsmission voltage ranges: 132kV
and above and 22kV and above. Two additional trassan line infrastructure variables
were developed to control for state geographic. dihese variables were representative
of state transmission line density in circuit mipes square mile and were developed
using known state area information by dividing tbil circuit miles of transmission
lines by state area. In addition, state net tdéadtacity generation capacity in Megawatts
and state peak summer capacity in Megawatt-Howtsrawere utilized to represent
total state electric system capacity. The indepenhdariable chosen to represent
infrastructure in the final model was the statek\M8#ransmission line density.
Independent variables representing state intelet@arminants utilized the
aforementioned regulatory, infrastructural andtpzal ideological variables in addition
to a set of geographic and economic factors. Tlogmhic factors included state
population, state geographic area in square mildsstate population density (persons
per square mile). In addition to these factorgyuath variable was included to represent
each state's natural endowment of renewable emethg form of net renewable energy
resource potential capacity for each state in MegtswEconomic factors utilized as
internal determinants included state average paflsocome, state current dollar gross
domestic product (GDP) and the state average pfiekectricity in cents per kilowatt-
hour (kwh). The two independent variables werandtely selected to represent state
internal determinants in the final model were REeptal capacity and the state average

electricity price.
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Independent variables for the diffusion analysesewneasures of the degree of
inter-state competition and included the fractibbardering states of each sample state
with the same or higher RPS target level and thetifsn of bordering states of each
sample state with the same or higher amount ofwable energy capacity deployed on
their electric system grid. These two factors paled an indication of the presence of
policy diffusion in the form of interstate compeidit and/or emulation. These
independent variable were developed for each distiependent variable measures of
RPS target level. These variables were also degdlfg the two levels of state
interaction: nearest neighbors (NN) and nearesfhieirs of nearest neighbors (NNNN),
a measure intended to measure regional diffusi@hle 9 illustrates the diffusion
models structure in terms of each subject statedfaidaccompanying state that they
share a border with. Second level state "Neighbbieighbors" are summarized in

Table 10.
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Table 9

Diffusion Model Structure: U.S. States and Bordgr8tates

U.S. State No. of Border States Immediate BordeSitages
AZ 5 UT,CO,NM,CA NV
CA 4 OR,NV,AZ
(6{0) 7 WY,NE,KS,OK,NM,AZ,UT
CT 3 MA,RI,NY
DC 2 MD,VA
DE 3 PA,NJ,MD
IL 5 WI,IN,KY,MO, A
IN 4 MI,OH,KY,IL
KS 4 NE,MO,0K,CO
MA 5 NH,RI,CT,NY VT
MD 5 PA,DE,DC,VA WV
Ml 3 OH,IN,WI
MN 4 WI,IA,SD,ND
MO 8 IAIL,KY,TN,AR,OK,KS,NE
MT 4 ND,SD,WY,ID
NC 4 VA,SC,GA TN
ND 3 MN,SD,MT
NH 3 ME,MANVT
NJ 3 NY,DE,PA
NM 5 CO,OK, TX,AZUT
NV 5 ID,UT,AZ,CAOR
NY 5 VT,MA,CT,NJ,PA
OH 5 PAWV,KY,IN,MI
OK 6 KS,MO,AR, TX,NM,CO
OR 4 WA,ID,NV,CA
PA 6 NY,NJ,DE,MD,WV,OH
RI 2 MA,CT
SD 6 ND,MN,IA,NE,WY ,MT
uT 6 ID,WY,CO,NM,AZ NV
VA 6 MD,DC,NC,TN,KY, WV
VT 3 NH,MA,NY
WA 3 ID,OR
WI 4 ML, IL,IA,MN
5

WV

PA,MD,VA,KY,OH




Table 10

Diffusion Model Structure: U.S. States and Firstl&econd Level Bordering States

u.s. No. of First and Second Level Bordering States
State States
AZ 12 UT,CO,NM,CA,NV,ID,WY,NE,KS,0K,TX,0R
CA 8 OR,NV,AZ WA, ID,UT,CO,NM
CcO 18 WY,NE,KS,0OK,NM,AZ,UT,MT,ND,SD,ID,IA,MO,AR,TX,AZ,CANV
CT 7 MA,RI,NY,NH,VT,NJ,PA
DC 8 MD,VA,PA,DE,NC,TN,KY,WV
DE 8 PA,NJ,MD,NY,OH,DC,VA,WV
IL 16 WI,IN,KY,MO,IA,MI,MN,OH,WV, VA, TN,AR,OK,KS,NE,SD
IN 11 MI,OH,KY,IL,WI,PAWV, VA, TN,MO,IA
KS 15 NE,MO,0K,CO,SD,IA,WY,IL,KY,TN,AR, TX,NM,AZ, UT
MA 8 NH,RI,CT,NY,VT,ME,NJ,PA
MD 11 PA,DE,DC,VA,WV,NY,NJ,OH,NC, TN,KY
Ml 9 OH,IN,WI,PA WV, KY,IL,IAMN
MN 7 WI,IA,SD,ND,MI,IL,IA,
MO 25 IA,IL,KY,TN,AR,OK,KS,NE,MN,WI,SD,IN,OH,WV,VANC,GAAL,MS,LA, TX,NM,CO,NE, WY
MT 12 ND,SD,WY,ID,MN,IA,NE,CO,UT,WA,OR,NV
NC 13 VA,SC,GA,TN,MD,DC,KY,WV,FL,AL,MS,AR,MO
ND 8 MN,SD,MT,WI,IA,NE,WY,ID
NH 6 ME,MA,VT,RI,CT,NY
NJ 9 NY,DE,PA,VT,MA,CT,MD,WV,OH
NM 14 CO,0K,TX,AZ,WY,NE,KS,UT,MO,AR,LA,CA,NV,ID
NV 10 ID,UT,AZ,CA,OR,WA,WY,MT,CO,NM
NY 11 VT,MA,CT,NJ,PA,NH,RI,DE,MD,WV,OH
OH 14 PA,WV,KY,IN,MI,NY,NJ,DE,MD,VA,IL,TN,MO,WI
OK 16 KS,MO,AR, TX,NM,CO,NE,IA,IL,KY,TN,MS,LAWY,AZ,UT
OR ) WA,ID,NV,CA,UT,WY,MT,AZ
PA 14 NY,NJ,DE,MD,WV,0H,VT,MA,CT,DC,VA,KY,IN,MI
RI 5 MA,CT,NH,NY,VT
SD 13 ND,MN,IA,NE,WY,MT,WI,IL,MO,KS,CO,UT,ID
uT 15 ID,WY,CO,NM,AZ,NV,WA,OR,MT,SD,NE,KS,0K,TX,CA
VA 17 MD,DC,NC,TN,KY,WV,PA,DE,SC,GA,AL,MS,AR,MO,IL,IN,OH
Vas 8 NH,MA,NY,ME,RI,CT,NJ,PA
WA 7 ID,OR,NV,UT,WY,MT,CA
Wi 11 MI,IL,IA,MN,OH,IN,KY,MO,NE,SD,ND
WV 15 PA,MD,VA,KY,OH,NY,NJ,DE,DC,NC,TN,IL,IN,MO,MI
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3.4 Data Sources

For this study data was drawn from a variety afrees which included federal
governmental agencies, private agencies and acadestitutions. For the development
of the dependent variables, current state renewadstéolio standard data was obtained
from the Database of State Incentives for RenewablEfficiency (DSIRE) which is
currently operated by the North Carolina Solar €eat North Carolina State University.
The DSIRE database included data for every U.%e stdh an RPS in effect or an RE
target goal and covered the time span from 200@203e data consisted of the
following metrics for each state RPS: fractionadd covered, start year, end year, start
year target percentage, end year target perceatafja series of yearly fractional RPS
target percentages.

To construct the dataset for this study a toté&d58 state RPS year/target
observations were utilized which covered the tip@nsof 2003-2030 and included 35
U.S. states. In the case of states with no RPSyitlu an RE goal the starting and
ending RE target percentages were used. This ataweas next utilized to construct the
dependent variable target index observations tleat¢ wepresentative of the dependent
variables DV1, DV2 and DV3 described earlier irstbhapter. Since this study
examined state renewable portfolio standards wftardnt developmental timelines,
efforts were made to control for temporal effebtscases where independent variable
data was not available for individual state RPSA@aet observations, values were

either projected for or existing data was averamext the appropriate time span.
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Data for independent variables representing getgrapconomic, regulatory,
infrastructural and political factors were drawanr multiple governmental and private
sources. State geographical data was obtainedtfrerd.S. census bureau and consisted
of state populations and state areas in square.ndilsubsequent geographic factor of
state population density (persons/square mile)cab=ulated using these two figures.
State renewable potential capacity data was olddnoen the National Renewable
Energy Laboratory (NREL) the U.S. Department of igges primary national laboratory
for renewable energy and energy efficiency reseanchdevelopment. The economic
data, namely state current dollar and real grossedtic product (GDP) and state
personal income was obtained from regional datarteproduced by the Bureau of
Economic Analysis (BEA) which is part of the U.Sefartment of Commerce. Current
average price of electricity (cents/kWh) for eatdteswas obtained from the Energy
Information Administration (EIA). State regulatacgmmission data which included the
staffing levels of each state public utility regoly commission and the number of
regulated electric utilities in each state wereaotd from the National Association or
Regulatory Utility Commissioners (NARUC) data, dioaal association representing
U.S. State Public Service Commissioners. Thisle#gty commission data was
augmented with two additional variables which acted controlled for state size by
dividing staff level and regulated electric utdii totals by each state’s population.
Electric system infrastructural data, namely edate's total circuit miles of transmission
lines by voltage was obtained from the Edison Eietnstitute (EEI) annual yearbooks
and state net power generation output (MWh) andumeimer capacity (MW) was be

obtained from the Energy Information Administrati@&iA) which is the information
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repository for the U.S. Department of Energy (DOEyvo additional infrastructural
variables representing transmission line densitgtt miles/square mile) were
developed utilizing this data and state geograplaiesa data. Finally, the three variables
representing State political ideology were represstby one state citizen ideology and
two government ideology measures conceived andales@ by Berry et al. (1998) and
subsequently refined by Berry et al. (2010). Tiadescitizen and government ideology
data was obtained from Richard C. Fording, ondefdriginal authors, who has
maintained a dataset of updated measures of ciéimdrmgovernment state ideology data
from 1960-2010 and has made it available to théipdbmain. A summary of
independent variables and their data sourcessiesl Iby group in Table 11 below. The
descriptive statistics for each of the independanibles used in this study are provided

in Table 12.
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Table 11

Independent Variables by Group and Data Sources

Variable Variable Description, (Units), (Data Sour ce)

Group

Geographical GEO-POP State Population, (Persons), (U.S. Census 2010)
GEO_AREA State Area, (Sq.Mi), (U.S. Census 2010)
GEO_POPDENS State Population Density, (Persons/Sq.Mi)
GEO_REPOTCAP State RE Potential Capacity, (MW), (NREL)

Economic ECO_PRSINC State Avg. Personal Income 2005-2010, ($), (BEA)
ECO_CD_GDP State Avg. Current Dollar GDP 2005-2010, ($), (BEA)
ECO_RL_GDP State Avg. Real GDP 2005-2010, ($), (BEA)
ECO_AREP State Avg. Price of Electricity, (cents/kwWh), (EIA)

Regulatory REG_STAFF State Total Public Utility Commission Staff, (NARL
REG_PRVRS Number of State Regulated Energy Providers, (NARUC)
REG_STAFF_MW State Total Public Utility Commission Staff, (St&fW)
REG_PRVR_MW State Regulated Energy Providers, (Providers/MW)
REG_YRS_RPS Years State RPS has been in Effect, (Yrs.), (DSIRE)

Infrastructure  INFRA_SUMCAP State Electric System Net Summer Capacity, (MWMAJE
INFRA_NETGEN State Electric System Net Generation, (MWh), (EIA)
INFRA_TL_ 132 State Circuit Mi. of HV Trans. Lines >132kV, (Mi{EEI)
INFRA_TL_22 State Circuit Mi. of HV Trans. Lines >22kV, (Mi{EEI)
INFRA_132DENS State HV Trans. Line >132kV Density, (Mi./Sg.Mi.)
INFRA 22DENS State HV Trans. Line >22kV Density, (Mi./Sg.Mi.)

Ideological IDEOL _CITI Citizen Ideology Measure, (R.C. Fording Data)
IDEOL_GOVT_ADA Gov't Ideology - ADA Measure, (R.C. Fording Dataset
IDEOL_GOVT_NOM Gov't Ideology - NOM Measure, (R.C. Fording Dataset

Diffusion DIFF_HITGT_DV1 Border States with Target Level

DIFF_HITGT_DV2
DIFF_HITGT_DV3
DIFF_TGT_REG_DV1
DIFF_TGT_REG_DV2
DIFF_TGT_REG_DV3
DIFF_HITGT_RE_POT
DIFF_TGT_REG_POT

Border States with Target Level

Border States with Target Level

Regional (Bordering Border) States witirarget Level
Regional (Bordering Border) States witirarget Level
Regional (Bordering Border) States witiTarget Level
Immediate Border States withRE Capacity

Regional (Bordering Border) States witlRE Capacity
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Table 12

Variables and Descriptive Statistics

Variable Name Description M ean Std Dev. Min M ax
Dependent Variables

DV1 Level of Effort RPS Target Level (Level of Effp 107.45 48.71 28.51 276.02
DV2 Target Goal Level RPS Target Level (Coverage) 8.59 31.04 31.87 173.33
DV3 Target Goal Level RPS Target Level (Absolute) 116.96 34.29 66.67 207.69
Independent Variables

GEO_POP State Population (Persons) 6158896 6926742 601723  3.73e+07
GEO_AREA State Area (Sq. Mi) 55486.96 42971.15 61 155779.2
GEO_POPDENS Population Density (Persons/Sq. Mi) 517.54 1653.14 6.8 9864.31
GEO_RE_POTCAP State RE Potential Capacity (MW) 6445903 5754630 773 1.92e+07
ECO_PRSINC State Avg. Personal Income ($) 268527 316762.8 26294 1674899
ECO_CD_GDP State Avg. Current Dollar GDP ($) 292548 351927 24451 1877857
ECO_RL_GDP State Avg. Real Dollar GDP ($) 272146 3261319 23140 1731848
ECO_AREP State Avg. Elec. Price (Cents/ kWh) 10.71 3.8705 6.66 25.12
REG_STAFF Pub. Utility Commission Staff (Persons) 194.6 201.4609 10 940
REG_PRVRS Number of Regulated Energy Providers 67.31 45.10822 5 179
REG_STAFF_MW PUC Staff per Megawatt Capacity 0.0000125 0.0000571 3.55e-07 0.0003402
REG_PRVRS_MW Providers per Megawatt Capacity 3.97e-06 0.000015 1.24e-07 0.0000901
REG_YRS_RPS Years State has had RPS in effect 9.34 3.77 3 18
INFR_SUMCAP System Summer Peak Capacity (MW) 18211.97 14971.29 790 67328
INFR_NETGEN Net Total Generation Capacity (MWh) 7.18e+07 5.91e+07 199858  2.30e+08
INFR_TL_22 Circuit Miles of Trans. Lines >22kV 12511.57 9978.232 10 48313
INFR_TL_132 Circuit Miles of Trans. Lines >132kV 6064.91 5154.406 51 25887
INFR_22DENS Transmission Lines >22kV per Sq. Mi  0.4085 0.4999 0.0676 2.9304
INFR_132DENS Transmission Lines >132kV per Sq. Mi  0.2619 0.6567 0.0281 3.9344
IDEOL _CITI Citizen Ideology Measure 59.97 13.90 25.31 87.27
IDEOL_GOVT_ADA Government Ideology - ADA Measure  63.30 24.03 10.38 93.61
IDEOL_GOVT_NOM Government Ideology - NOM Measure 57.21 19.27 13.11 82.44
Diffusion Variables

DIFF_HI_TGT_DV1 Border States with Target Level 0.4505 0.4034 0 1
DIFF_HI_TGT_DV2 Border States with Target Level 0.4461 0.4192 0 1
DIFF_HI_TGT_DV3 Border States with Target Level 0.4045 0.4083 0 1
DIFF_HI_TGT_RE_POT Border States with RE Capacity 0.5962 0.3481 0 1
DIFF_TGT_REG_DV1 Regional States with Target Level 0.5114 0.3340 0 1
DIFF_TGT_REG_DV2 Regional States with Target Level 0.4901 0.3547 0 1
DIFF_TGT_REG_DV3 Regional States with Target Level 0.4969 0.3521 0 1
DIFF_TGT_REG_POT Regional States with RE Capacity 0.5110 0.3066 0 1

353 Observations
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3.5 Statistical Models

3.51 Multivariate Regression (Ordinary Least Squares)

In this study the statistical models were cred@skd on factors identified in the
empirical literature and the research gaps or certsies that were found. The statistical
model accounted for state level fixed effects ame tevel effects in a manner similar to
that developed and utilized by Shrimali et al (20T2he general regression equation for

the overall empirical statistical model was asdof:

Y = o + PeeoXceo + PecoXeco + Prec Xrec + Pinera Xinrra + Bioeo Xioeo + PoirrXoirr + S+ T +¢

This equation describes the relationship betwbkerdependent variable Y, which
consisted of measures of RPS target level indeggtg/ear) and six groupings of
independent variable matrices. The intercept teradenoted by and each regression
coefficient and matrix of independent variablesup®are denoted Band X
respectively. The six groupings if independentafale matrices and their formulaic
suffix designations are: geographic (GEO), econqB{O), regulatory (REG),
infrastructural (INFRA) political ideological (IDEQ and diffusional (DIFF). It should
be noted that the geographic and economic indepeéndeable also serve as state

internal determinant measures. State level and l@wvel effects are controlled for using
S and T and is the error term. The independent variables dges and utilized for the

nearest-neighbor regional diffusion model measutfiegfraction of all neighboring states
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with the same or higher RPS target level (HI_TGAg #he fraction of all neighboring
states with the same or higher percentage of RRatigpnstalled on their electricity grid
(HI_RE_CAP). Diffusion variables were constructegrovide measures of two types
of state interaction: one that measured immedieighior effects and one that included
the nearest neighbors of immediate neighbors thmaging a farther-reaching
measurement of regional effects.

Previous studies that investigated RPS targetdeanducted by Carley & Miller
(2012) and Yin & Powers (2010) utilized regresswodels created from DSIRE data,
however since the data projects individual RPSetéygar values to 2030, accompanying
independent variable values must be either estorm@atsomehow projected for
regression models. In order to mitigate poterrabrs in measurement that could affect
the overall validity, two regression models werastoucted: one with the full set of 353
target/year observations and a smaller model (Bngfate observations and the overall
target level indices that measured target levehgith for the full duration of the RPS.
An ordinary least squares (OLS) multivariate regi@s method was used with the larger
model and multiple small sample linear regresstoatesgies were investigated for
smaller model. According to Elliott and Woodwa2®(Q7), the potential outliers
associated with a small sample sizes can causetdegsafrom normality which can
jeopardize the validity of statistical tests (p).5Hinkle, Wiersma & Jurs (2003) claim
that a small sample size can also result in ineeasstandard errors and an overall
decrease in the power of statistical tests (p..36®@)tunately, several statistical software
packages include tools that can compensate focamect the issues associated with

small sample datasets. The STATA statistical pgelepplication offered a "Robust"
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standard error type option in its linear regressinalyses that substitutes a robust
variance matrix calculation for the conventional &) calculation. According to
StataCorp (2013), the robust approach uses a defjfieedom correction of n/(n-k)
times the error variance to improve small sampleneges. In this study the OLS
multivariate linear regression method was utilif@othe both large and small models
and the smaller model tests were augmented withast regression method. These
results were then compared with the global and lgeaspatial approaches which are

described next.

3.52 Geogspatial Autocorrelation (Global and Local Tests)

The Geo-Spatial analysis portion of this study wagormed in two steps: first a
global geo-spatial regression analysis (Moranga performed for all independent
variables with RPS target level dependent variadessecond, local tests of spatial
autocorrelation were performed on the dependermblas and key significant
independent variables to identify any local patteshspatial association that are
contributing to the global autocorrelation restihe results of the geospatial
autocorrelation and multivariate regression (OLe3uits were then compared in terms of
their overall predictive ability. A summary of tigeospatial autocorrelation models and
how they were utilized in this study is provideckne

According to Anselin (2001), in standard lineagresssion models, spatial
dependence can be incorporated in two distinct was/an additional regressor in the

form of a spatially lagged dependent variable aheerror structure (p. 316). The spatial
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lag model is applicable when the primary focushdéiiest is in the assessment of the
existence and the strength of a spatial interaatiloich can be interpreted as a
substantive spatial dependence in the sense af deiectly related to a spatial model or
one that incorporates spatial interaction. (Anséld01, p. 316). The general equation for
the spatial lag model or mixed regressive, spatiébregressive model introduced

described by Anselin (2001) is expressed as follows

y =pWy + XB + ¢

In this equation y represents the dependent vaxipls the spatial autoregressive
coefficient, W is the spatial weight matrix, X isratrix of dependent variable
characteristics andis the error term. The primary difference betwtdenspatial model
and the ordinary least squares (OLS) regressioremethe existence of "Wy" a
spatially lagged dependent variable accompaniea dpatial weight matrix "W" ang™
its spatial autoregressive coefficient.

The spatial error model is one which attempts ¢aleh spatial dependence by
utilizing the regression equation's disturbanceter spatial error ternme”. According
to Anselin (2001), spatial dependence in the @on is referred to as a nuisance
dependence and is appropriate when one wishesrectéor the potentially biasing
influence of a spatial autocorrelation due to the of spatial data (p. 316). Anselin
(2001) points out that in the spatial error modghwassociated non-spherical error term,

the structure of spatial dependence is expresséaebyff-diagonal elements of an error
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variance-covariance matrix of the form shown belawered represents a vector of the

coefficients in a spatial autoregressive error essqp. 316).

E[ce ]=Q(0)

In this study the intention was to determine thistexice of a spatial effect in the
distribution of RPS target levels across geograhicS. state boundaries and both the

spatial lag and error models were utilized.

The specification of the spatial weight matrix; Was crucial in the development

of a spatial model as it dictated the structureraatdre of all spatial dependencies. The
spatial weight matrix is an N x N matrix that spes for each location in the system the
strength of the effect of the other locations ia slystem on the value at the former
location. Anselin (2001) stressed that spatial Wesigiltimately depend on the definition

of the neighborhood set for each observation wiaadbtained by selecting for each row

location (i) the neighbors as the columns corredpanto nonzero elements;\ a

fixed (non-stochastic) and positive N x N spatiaights matrix (p. 313).

Multiple approaches can be taken in the constvaand development of spatial
weight matrices depending on how neighbors arenddfiTwo common varieties are of
spatial weight matrices are contiguity-based asthdce-based. In contiguity-based
spatial weights a neighbor is defined on the bafspolygon shapes sharing a common
boundary and in distance-based spatial weightsghiper is defined based on the
distance between the centroids of individual potygbapes. Contiguity-based spatial

weights can be of two varieties depending on hoighimrs are defined. In Rook-based
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contiguity, neighbors are defined using only comrhoandaries, while in Queen-based
contiguity neighbors are defined using all commounrxaries and vertices and exhibit a
much more densely connected structure with morghieir-neighbor associations. These
two types of contiguity-based spatial weights dustrated in Figure 10 below. In this
study three spatial weight matrices were constcuatel utilized: one with queen-based
spatial contiguity, a second with rook based spatiatiguity and a third with distance-

based contiguity.

A A ¥
| /]
- - -4 -
| / |
¥ I
Rook-Based Contiguity Queen-Based Contiguity

Figure 10. Rook and Queen Based Spatial Contiguity

The primary test procedure that was be employédisnstudy to test for spatial
autocorrelation was the Moran's | statistic devetbpy Moran (1948) and further refined
by Cliff and Ord (1973). The equation for the Mdgahstatistic in matrix form is shown

below.

I=(N/S) *(eW*ele' *e)
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In this equation | represents the Moran's | siatistis a vector representing OLS
residuals and gs the standardization factor that correspondhecsum of the weights
for the non-zero cross products £8Xi X wj). W represents the spatial weights matrix
and N is the number of observations. According rdhand Gleditsch (2008), Moran's |
statistic compares the relationship between theatewxs from the mean across all
neighbors of i row location, adjusted for variatiary and the number of neighbors for
each observation (p. 24). Described more succinttte/Moran's | statistic measures the
average correlation of an observation with its hbas (p. 24). The authors further state
that higher values for Moran's | indicate strongesitive clustering of a geographical
nature or that values for values for neighboringsuare similar to one another (p. 24).

In addition to the use of Moran's |, a global oator of spatial autocorrelation,
this study also utilized a test for local spatialstering. In order to assess significant
local clustering around an individual location, &his (1995) developed a general class
of "local indicators of spatial association” (LISAAnselin (1995) defined a local
indicator of spatial association (LISA) as anyistat that satisfies two requirements: first
each observation provides an indication of therexdé significant spatial clustering of
similar values around that observation and secbagtm of LISA's for all observations
is proportional to a global indicator of spatiat@siation (p. 94). According to Anselin
(1995), the LISA indicator effectively allows fdré¢ decomposition of global indicators,
such as Moran’s | into the contribution of eacheslation (p. 93). Anselin (1995) states
that the LISA statistics serve two primary purpo$esst they can be interpreted as

indicators of local pockets of non-stationarityhot spots, and second, they can be used
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to assess the influence of individual locationgl@nmagnitude of the global statistic and
to identify outliers (p. 93).

Spatial association data is generally interpretdg the Moran's | statistic and
three visualization tools: Moran's | scatter platsl LISA significance and cluster maps.
Figure 11 illustrates a typical Moran's | scattiet pf a variable with its spatial lag. Ward
and Gleditsch (2008) describe the components ypiaal basic Moran's | scatter plot as
follows: the vertical axis represents the spatiklyged variable, the horizontal axis
represents observations of the standardized varidbke slope of the regression line
through the standardized points is the Moran'atlstic (p. 24). The four quadrants in the
Moran's | scatterplot signify the spatial relatibipsbetween observations based on their
value and mean neighboring values. The upper l&fticant represents observations with
low values on the observed variable with neighlbloas on average are much higher than
the mean of this variable. Consequently the lowghtquadrant represents observations
with high values on the observed variable with hbays that on average are much lower
than the mean of this variable. Points appearirtgerscatterplot in either of these
guadrant locations represent the clustering ofrditar values. Conversely, the upper
right quadrant represents observations with highesaon the observed variable with
neighbors that on average are much higher tham#aa of this variable and the lower
right quadrant represents observations with loweslon the observed variable with
neighbors that on average are much lower than ganrof this variable. Points
appearing in the scatterplot in either of thesedgauat locations are of more interest as

they represent the clustering of similar values.
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Figure 11. Moran's | Scatterplot.

LISA significance maps depict locations with sigrant local Moran's statistics
differentiated by colors representing significateeel p value. LISA cluster maps also
depict locations with significant local Moran'stg#cs, with significant locations
differentiated by type of spatial autocorrelatibrgh-high, low-low, high-low and low-
high, corresponding to the four quadrants of adgfoMoran'’s | scatter plot.

The spatial analysis application tool that waba#t for this study was GeoDa
version 1.4.6., an open source, cross-platfornrwswé program developed by Dr. Luc
Anselin from the GeoDa Center for Geospatial Analgsid Computation at Arizona
State University. The GeoDa tool was utilized tostouct spatial weight matrices using a
U.S. State boundary spatial model and differingesypf contiguity neighbor definitions.
The GeoDa application was also used to performaaittocorrelation analyses

(Moran's 1) using spatial lag and error modelstendependent variables and
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independent variables. In addition to the autodatian analyses, the GeoDa application
was also utilized to conduct tests for local inthea of spatial association (LISA) for the
dependent variables and significant independeridhias.

In order to perform the geospatial analyses, theDaeapplication required a
vector-based spatial definition file. GeoDa uglizthe Shapefile (.shp), a universal
spatial data format which was originally develojpgcand is currently regulated by the
Environmental Systems Research Institute (ESRixheir technical description of the
Shapefile spatial data format, the Environmentat&ys Research Institute (1998),
defines it as consisting of a main file with arhp%filename suffix which describes the
overall shape with a list of its vertices and ptiv@ geometric elements, an index file
with an ".shx" suffix which contains offset posia values for each geometric element
and a dBASE table with a ".dbf" filename suffix whicontains the feature attributes for
each geometric element (Environmental Systems Reséastitute, 1998, p. 2). The
main Shapefile contains geometrically-defined spatiimitive data objects in the form
of points, polylines and polygons. The U.S. stgegraphic shape file that was utilized
for this study was obtained from and developeddmek P. LeSage at Texas State
University - San Marcos and was made available@sodic domain geographic data file
through his Econometrics Toolbox website. This gfilgoconsisted of 49 polygons
which represented the 48 continental U.S. statdadmmg the District of Columbia and is
shown in Figure 12. In this study the U.S. sthtgpefile was edited and maintained
using ESRI's ArcGIS 10.2.1 application. ArcGIS igemgraphic information system tool

primarily used for creating and organizing vectaséd geographic information files. A
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summary of the U.S. state shapefile’s data elemardgheir attributes is provided in

Table 13.
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Table 13

ArcGIS Shapefile Data Structure

Spatial Spatial State Perimeter Area X Y
Object ID Object Type (m) (m°) Centroid Centroid

1 Polygon AL 1916511 133883485154 852704 -487010
2 Polygon AZ 2386280 295259602137 -1424321 -243221
3 Polygon AR 2152082 137732412167 322374 -285752
4 Polygon CA 4147625 410032802351 -2043308 218402
5 Polygon CO 2099631 269596327804 -817819 208823
6 Polygon CT 590423 12940489807 1905889 696145
7 Polygon DE 426193 5322108131 1745388 356971
8 Polygon DC 63933 177178912 1620184 319763
9 Polygon FL 3722216 150452778148 1322523  -894281
10 Polygon GA 2102852 152638248473 1168852  -466340
11 Polygon ID 2900528 216440701347 -1470663 910625
12 Polygon IL 2092223 145913218094 574928 305401
13 Polygon IN 1689983 03704498491 822261 310350
14 Polygon 1A 1838288 145738904087 205779 515060
15 Polygon KS 2001002 213094653566 -205446 113833
16 Polygon KY 2134607 104656811113 934491 56528
17 Polygon LA 3262282 122613637379 383605 -713023
18 Polygon ME 2475355 84877829791 2068696 1171928
19 Polygon MD 1971973 27477996410 1639407 337421
20 Polygon MA 1429536 21321759022 1962969 783870
21 Polygon Ml 4142255 151156068853 842401 810240
22 Polygon MN 3003499 218555815761 130946 981831
23 Polygon MS 2472305 123543614035 589642 -513239
24 Polygon MO 2372496 180537093287 306561 101678
25 Polygon MT 3117173 380822651796 -1037464 1140167
26 Polygon NE 2177995 200335380851 -314176 458404
27 Polygon NV 2368048 286338816821 -1748404 395521
28 Polygon NH 906914 24033979182 1939254 942185
29 Polygon NJ 832035 20173628594 1786086 501598
30 Polygon NM 2391060 314905305854 -920612  -296988
31 Polygon NY 2512058 127048233429 1650591 787130
32 Polygon NC 2913207 130393631184 1490345 -87199
33 Polygon ND 2068742 183106465232 -338763 1118159
34 Polygon OH 1577927 106994712655 1109490 389651
35 Polygon OK 2648606 181040973808 -134105  -212999
36 Polygon OR 2314305 251374564010 -1942960 972344
37 Polygon PA 1573109 117350846990 1512120 523659
38 Polygon RI 506953 2868665773 1998380 726233
39 Polygon SC 1522894 80685042453 1381459 -292348
40 Polygon SD 2094242 199738479557 -335493 784126
41 Polygon TN 2087842 109149684482 862234 -140114
42 Polygon TX 6781470 686994369987 -314382  -667521
43 Polygon UT 1974667 219878355885 -1332808 312448
44 Polygon VT 890722 24894203453 1844250 962684
45 Polygon VA 2564266 105702712263 1497340 138098
46 Polygon WA 2762624 176769772644 -1838327 1340912
47 Polygon WV 1965975 62754401108 1320114 234864
48 Polygon WI 2263202 145340502406 475319 811798
49 Polygon WY 2028637 253321903396 -934440 671947

Source: LeSage (2014)
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The ESRI ArcGIS application was utilized to edi¢ t.S. state Shapefile's dBASE table
to provide the necessary links between each gboiyggonal (state) component and their
associated dependent and independent variablesvdnee the Shapefile's database
table had been updated using the ArcGIS tool,utccthen be utilized by the GeoDa
application for subsequent to development of spatgght matrices and global and local

autocorrelation analyses.

Source: LeSage (2014)

Figure 12. U.S. State Shapefile.

For this study, Rook and Queen contiguity-basedjiateanatrices were
constructed as well as a distance-based weightmathe Queen and Rook contiguity
weight files were created with a contiguity ordéone, or first order contiguity. To
construct the distance-based spatial weight itfiwstsnecessary to utilize the GeoDa

application was to compute the centroids of eadh®l.S. state shapefile's polygons.
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The U.S. state shapefile with its associated palyggntroids is shown in Figure 13.
After the polygon centroids had been calculatedistance-based weight file was created
with a standard k-nearest neighbor value of 4 udied).S. state shapefile's polygon

centroid coordinates as the X and Y coordinateabdes.

Source: LeSage (2014)

Figure 13. U.S. State Shapefile with Polygon Ced$.o

The connectivity histograms for queen, rook basediguities and the distance based
spatial weights for the U.S. state boundary spatiape model are shown in Figures 12,
13 and 14 respectively. These histograms illustredrequency distribution of the

number of neighbor associations for the 49 polygatities in the U.S. state shapefile.
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After the spatial weight matrices had been credtexlGeoDa application was
utilized to perform spatial regression analyseg$tymating spatial lag and spatial error
models supported by means of the Maximum Likelihoedhod. Spatial autocorrelation
tests were performed for each of the spatial wsight for each of the spatial lag and
error models using the three dependent variablesunes of the RPS target level (DV1,
DV2 and DV3) and the independent variables. Theavsr| z-value and its level of
significance was used as the test for spatial autelation.

Tests for local spatial association were performgdg the GeoDa application for
all three independent variable representing RR§gtdevel and for the independent
variables found to be statistically significantgictors of RPS target level from the

multivariate regression (OLS) and global spatidbearrelation tests. The GeoDa
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application performs local spatial autocorrelatémalyses based on the local indicators
of spatial association (LISA) Moran statistics aituced by Anselin (1995). For this
study univariate LISA analyses were conducted lidheee independent variable (DV1,
DV2 and DV3) and bivariate LISA analyses were carteld for the key independent
variables and their associated dependent variabhesprimary output for the tests for
local spatial autocorrelation were the Moran'sattr plot and LISA significance and
cluster maps. The Moran scatter plot was a starfdardquadrant plot showing spatial
lag or error average neighbor values on the vérixia and observed values of the
standardized variable on the horizontal axis witisters of homogeneous observations
occurring in the upper right (high-high) and loviedt (low-low) quadrants, (Ward &
Gleditsch, 2008, p. 24). The significance map aakoropleth map that showed spatial
polygon locations with a significant local Moramatsstic as different color shades
corresponding to significance level. The clustaprwas a choropleth map that showed
spatial polygon locations with a significant lod&bran statistic further classified by the
type of spatial autocorrelation, particularly emgizang observations with high-high
associations. The results of the local spatiad@telation analyses could be easily
interpreted as the local Moran scatter plots recdkalusters of homogeneous
observations and the significance maps and cluséps revealed the geographic regions
of high spatial autocorrelation. The results of ltheal tests for spatial autocorrelation are
reported in the empirical analysis chapter andoaesented in Appendix A in the form of

the Moran's | scatter plots and cluster and sigaifce maps.
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CHAPTER 4: EMPIRICAL RESULTS

In this chapter empirical results are presentedhf® preliminary correlation tests,
multivariate regression tests (Ordinary Least Sgsiand robust regression), global
geospatial Maximum Likelihood (MLA) spatial lag aador tests and finally tests for
Local Indicators of Spatial Association (LISA). 9e tests were conducted for each of
the three dependent variables representing distieeisures of RPS target level strength
using the final model of six independent varialvtkggresenting geographic, regulatory,
economic, infrastructure, political ideology anéfusion factors. The preliminary tests
for multicollinearity performed on dataset variablee discussed in the first section
along. In the second section findings are presdotetgsts conducted to determine the
effect of the state regulation on RPS target levihe third section presents findings and
results for the tests of infrastructure's effecRIS target levels. Results and findings
are presented in the fourth section for the analyisat tested the predictive ability of
political ideology on RPS target levels. A fifthcsien presents the results of the tests that
determined to what extent state internal deterntéyanregional diffusion were
predictors of RPS target levels. Finally, the ressahd findings of the global geospatial
regression analyses where both spatial lag and mwdels were utilized are presented in
the sixth section and tests for local spatial anticedation are presented in the seventh
and final section.

A summary of the results of the Ordinary Leasta&@gs (OLS) multivariate
regression and Robust Regression analyses of gendent variables representing RPS

target level with independent variables is showmables 17a and 17b. Ordinary Least

110



Squares (OLS) multivariate regression and robuygession analyses were run on the
regression model and independent variables fouiheé ggnificant at the 99% level (P>|t|
=0.01), 95% level (P>|t| = 0.05) and the 99.9%Ill¢r>|t| = 0.001) were reported. All
relationships were positive unless otherwise inditdy a coefficient with a negative
sign. Similar summaries of the global geospatiakivhum Likelihood (MLA) spatial

lag and error autocorrelation tests is shown ife@ah8 and 19. The STATA
Statistics/Data Analysis application Version 13el/eloped by StataCorp was utilized for
the preliminary correlation tests and the multigggiOLS and robust regression analyses.
The geospatial autocorrelation tests for globallandl spatial association were

performed using the GeoDa application Version 1.4.6

4.1 Preiminary Testsfor Multicollinearity

A correlation analysis was run on all 21 indepernd®riables as the test for
multicollinearity. In cases where independent J@dagairs had a Pearson's correlation
coefficient above 0.75, one of the variables wasowed from the regression model. In
cases where a given independent variable had ademacorrelation coefficients greater
that 0.75 with multiple variables, the variable veds0o removed from the regression
model. According to Elliott and Woodward (2007 )gtnlly correlated variable pairs
should be addressed as they could cause probletins interpretation of resultant
multiple regression resultant equations (p. 98)thils analysis it was found that several
variables especially those representative of siaeeand magnitude were found to be

highly correlated and were subsequently removeu fitte regression model. Bivariate
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correlation analyses were then run on the remaimidgpendent variables as a
preliminary test correlation with dependent varesbhnd a final set of six independent
variables representing each of the variable ofjgmgraphic, economic, infrastructural,
regulatory, political ideological and diffusion gnas were chosen for the final regression
model based on their predictive ability for thesndependent variables. The correlation
results are shown in Tables 14, 15 and 16 forthendependent variables comprising
the final regression model. Since three distindependent variables were utilized to
represent the diffusion of each of the three dependariables, correlation tests were
performed for each one and its accompanying indigrgnvariables. None of the
independent variables in the final regression mbdedla Pearson's correlation coefficient

greater than 0.6.

Table 14.Correlation Matrix for Regression Model Independ¥atiables (DV1)

VARIABLE AVG_ELEC RE_POT HV_TLINE PUC_STAFF GOV _IDEOL DIFF_RE
_PRICE _CAP 132 DN MW _ADA HI TGT
AVG_ELEC_PRICE 1.0000
RE_POT_CAP|  -0.5169 1.0000
HV_TLINE_132_DN 0.2111 -0.3934 1.0000
PUC_STAFF_MW|  0.1994 0.0346 0.1797 1.0000
GOV_IDEOL_ADA |  0.4004 -0.4188 0.2075 0.2957 1.0000
DIFF REG HI TGT 1|  -0.2126 0.0998 0.0016 0.1325 1871 1.0000

Pearson's Correlation Coefficients

Table 15 Correlation Matrix for Regression Model Independ¥atiables (DV2)

VARIABLE AVG_ELEC RE_POT HV_TLINE PUC_STAFF GOV _IDEOL DIFF_RE
_PRICE _CAP 132 DN MW _ADA HI TGT
AVG_ELEC_PRICE 1.0000
RE_POT_CAP|  -0.5818 1.0000
HV_TLINE_132_DN 0.2331 -0.4219 1.0000
PUC_STAFF_MW|  0.2107 0.2217 0.2639  1.0000
GOV_IDEOL_ADA |  0.2210 -0.3950 0.2021  0.1589 1.0000
DIFF REG HI TGT 2|  -0.1081 0.2162 -0.1522 0.0452 -0.2513 1.0000

Pearson's Correlation Coefficients
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Table 16. Correlation Matrix for Regression Model Independ¥atiables (DV3)

VARIABLE AVG_ELEC RE_POT HV_TLINE PUC_STAFF GOV _IDEOL DIFF_RE
_PRICE _CAP 132 DN MW _ADA HI_ TGT
AVG_ELEC_PRICE 1.0000
RE_POT_CAP|  -0.5074 1.0000
HV_TLINE_132_DN 0.0669 -0.3951 1.0000
PUC_STAFF_MW/|  0.2920 0.1883  0.2252 1.0000

GOV_IDEOL_ADA |  0.1417 -0.3881 0.2038 0.1498 1.0000

DIFF REG_HI TGT 3 0.0738 0.0162 -0.0687 -0030 0.2107 1.0000

Pearson's Correlation Coefficients

4.2 State Regulation and RPS Target Levels

The variables utilized to test for effect of regfidn on RPS target level were the
total state public utility commission staff andaiotommission staff per Megawatt of
state system capacity and the total number ofretégtproviders in the state as well as
total providers per Megawatt of state system capadeither the multivariate (OLS)
regression analyses nor the geospatial (Moraastcorrelation analyses revealed a
significant relationship between these measuréseoagnitude of state regulation and
the measures of RPS target level. It was hypothaddizat regulation would have a
positive effect on RPS target level and that magall regulated states would set higher
RPS target levels in an attempt to attract pra&elsng RE providers. According to
Buchanan (1980), rent-seeking activity is directlliated to the scope and range of
governmental activity in the economy (p. 9). liststudy it appeared that the magnitude
of regulation of state electricity providers wag ao effective predictor of RPS target

level.

113



4.3 Infrastructureand RPS Target Levels

The variables utilized to test the effect of a@rigtinfrastructure as a predictor of
RPS target level included measurements of eackisteinsmission line total circuit
miles and transmission line density measured tutimiles per square mile and the
state's potential capacity of renewable electrigégerating resources measured in
Megawatts. In the case of state transmission lingas not found that any of the
measures had any influence on the measures of & tevel. It was expected that
since the construction of new transmission lineetoote RE generation sites is
prohibitively high, policymakers in states with igler density of transmission lines
would find it to be more economically feasible imremotely located renewable energy
generation sources to their electricity grid anddeeset more stringent RPS goals. This
finding indicates that the theory of infrastructled development which attributes
growth to the presence of a robust network or nekeadelivery system designed to
serve a multitude of users (Agenor, 2006, p. 4pisexerting an effect on target levels
set by state policymakers. This may be due todbethat policymakers have little
knowledge of the electrical system grid due tock laf infrastructural and systemic
information flow between energy providers and pghekers. A positive relationship
was however found to exist between state RE patierdpacity and RPS target level and
was in the hypothesized direction. This result e@ssistent with the findings of Menz
and Vachon, (2006). This relationship was presebbth the multivariate (OLS)
regression analyses (see Tables 17a and 17b) amg@dispatial (Moran's 1)

autocorrelation analyses (see Tables 18 and 1@gelfindings would indicate the states
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with higher renewable energy potential capacitressatting their target level

correspondingly higher to account for their greatedlowment of RE potential.

4.4 Political 1deology and RPS Target Levels

The tests to measure the influence of politicabldgy on RPS target levels were
conducted using the measures of State governmeologly developed by Berry et al.
(1998) which utilized ideology scores for the stgd@ernor and the major party
delegations in each house of the state legislattilieing ADA/COPE interest group
scores (p. 332). It was found that there was #&ipeselationship between the State
government ideology index and RPS target levels Téliationship was found to exist in
the geospatial (Moran's I) autocorrelation analyses Figure 19) for all three measures
of RPS target level. This relationship was inltlgpothesized direction and was
consistent with the findings of previous studiedarley and Miller (2009) who found
that RPS stringency was influenced by governmestdlalyy and several other policy
innovation studies by Yin and Powers (2010), Mdtig&2008), Lyon and Yin (2010),
Huang et al (2007), and Chandler (2009), who alhtbthat RPS adoptions could be
predicted by political ideology, particularly inages with a strong Democrat party
presence and where state citizen liberalism wagsrdonrh In the multivariate (OLS)
regression analyses for dependent variable DV1 whetarger main model was utilized
(see Table 17a) a significant relationship of serathagnitude was detected between

DV1 and state government ideology in the opposrmthesized direction.
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4.5 Statelnternal Determinants and Regional Diffusion

The tests to determine whether state internakoh@@nts or regional diffusion
predict RPS target level were conducted using pleltrariables representing state
geographic, economic and governmental ideologyfacnd a diffusion-themed variable
representing RPS target levels in neighboring stdtiee state internal determinants of
average retail electricity price and governmenbidgy both proved to be predictors of
RPS target level in both OLS multivariate regresdests (see Table 17a) and in the
geospatial (Moran's I) autocorrelation analyses {s#bles 18 and 19). In the case of
electricity price, it is interesting to note thaar@y (2009) found average electricity price
to be negatively associated with renewable eneegyogment and speculated that this
occurred because higher electricity prices actemldeterrent for state utilities to invest in
more expensive renewable energy sources (p. 3077 électricity is considered to be the
commodity delivered on an infrastructural netwdtkansmission lines), a potential
explanation for this effect might be that stateég@hakers see more value in setting RPS
target levels high if the resultant economic growstHirectly influenced by the price of
the delivered commodity. In this market model scendhe price of the commodity
(electricity) would be the key driver and policynea& would make efforts to deliver it to
customers as efficiently as possible and hencedwset high target levels. It has been
speculated that renewable generation infrastruictosts may eventually be driven down
by the emergence of economies of scale for kepstrfuctural RE components (e.g. solar
modules, wind turbines, etc.) if states contirmdéploy increasingly higher generation

capacities to meet their policy goals. Rowlandsl.(® and Klare (2008) have both
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predicted that electricity providers will realizgmificant cost reductions in renewable
generation infrastructure in the future. An expliégon of the political ideology internal
determinant's role is described in the previous@@above. The predictive power of
state electricity price and state governmentallmippindicate that some state internal
determinants do play a role in predicting RPS talgeels.

The regional diffusion analyses performed in gtigly demonstrated that
interstate diffusion was a significant negativevdriof RPS target levels as there was a
negative diffusional effect present in the oppobkitpothesized direction. The predictive
power of the regression model which tested thd lefveffort dependent variable (DV1)
was the strongest and yielded consistently highgreission coefficients. This result
indicates that states with neighbors with the santegher RPS target goals have set the
targets of their RPS lower which contradicts theuhes of previous studies of the
diffusion of RPS adoptions conducted by Chandlef®) and Wiener and Koontz
(2010). In this study it was hypothesized that&tatould enact an RPS with higher
target levels if their neighboring states had @i®e or more stringent target levels. Our
finding of an opposite effect directly counters dh@ssic notion that diffusion processes
occur due to learning, emulation and competitiappsed by Berry & Berry (2007).

A possible explanation for this diffusion effectlt the market may not be a
truly competitive one in the sense of setting higheget level milestones, but is more
competitive in ensuring policy effectiveness. listbcenario, state policymakers would
observe the target levels set by their immediateragional neighbors and set theirs
lower so that they are easier to achieve. Thisegjyawould ensure that state

policymakers successfully achieve the requiremehtiseir RPS. Another explanation
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for this effect is that state policymakers mightdbserving the RPS target levels set by
policymakers in adjacent border states and relgm¢hese neighbors to set higher targets
and produce higher amounts of RE generation capdeisuch a scenario a state could
satisfy their own lower and easier RPS target gaodlalso purchase renewable energy
credits from their neighbor state to further sgtisie requirements of their RPS goal
without incurring the capital costs of installinge Reneration infrastructure. A second
metric utilized to determine the presence of audifin effect was the fraction of RE
capacity deployed in the state. It was found thatftaction of bordering states with the
same or higher percentages of RE generation cgmiepioyed had no effect on RPS

target levels.
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Table 17a.

OLS and Robust Regression Summary Table (Main WModel

State HV Transmission Ling
>132kV Density

State Commission Staff by
MW Capacity

State Gov't Ideology
Measure - ADA/COPE

Fraction of Regional States
with > Target Level

(0.00000159)

-42.49
(36.65)

6534148.7
(4399225.8)

-0.941%
(0.338)

-162.1%%
(46.78)

(0.000000780)

-29.56
(17.57)

-407016.2
(2179190.0)

0.241
(0.174)

-70.65**
(8.394)

DV1 DV2 DV3
Level of Effort Policy Coverage | Absolute Target Level
Variable OoLS OoLS OoLS
Coefficient Coefficient Coefficient
State Avg. Price of 13.31%** 3.744%* 4.093**
Electricity (2.718) (1.271) (1.481)
State RE Potential Capacity -0.00000136 0.000000238 0.00000222*

(0.000000918)

-33.40
(20.90)

-5170209.2
(2547559.6)

-0.344
(0.208)

-100.4%+*
(9.985)

Main Model 353 Observations, OLS - Ordinary Leaga&es

Standard errors in parentheses

*p < 0.05, ** p < 0.01, ** p < 0.001
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Table 17b.

OLS and Robust Regression Summary Table (Smallgelio

DV1 Dv2 DV3
Level of Effort Policy Coverage Absolute Target Level

Variable OLS ROB OLS ROB OLS ROB

Coeff. Coeff. Coeff. Coeff. Coeff. Coeff.
State Avg. Price of 3.052 3.052 1.483 1.483 1.264 1.264
Electricity (2.247) (2.024) (1.467) (0.868) (1.325) (1.156)
State RE Potential Capacity-7.62E-07  -7.62E-07 | 2.05E-07 2.05E-07 2.07E-06* 2.07E-06*

(1.24E-06) (7.32E-07) | (9.29E-07) (8.48E-07) | (8.39E-07) (9.17E-07)
State HV Transmission -16.93 -16.93 -20.03 -20.03 -26.62 -26.62
Line >132kV Density (38.12) (25.88) (22.86) (15.04) (20.75) (16.69)
State Commission Staff by| 400529 400529 -1415400.8 -1415400 -4666200.2 -4666200
MW Capacity (3287324) (1803067) | (2618319) (2559866) | (2351352) (2312843)
State Gov't Ideology 0.357 0.357 0.271 0.271 0.148 0.148
Measure - ADA/COPE (0.264) (0.203) (0.206) (0.152) (0.188) (0.123)
Fraction of Regional Statesg -105.0*** -105.0%** -72.09%** -72.09%** -95.04*** -95.04***
with > Target Level (17.25) (24.46) (9.415) (11.68) (8.604) (10.08)

35 Observations, OLS - Ordinary Least Squares, RRBbust Regression

Standard errors in parentheses

*p<0.05,** p<0.01, ***

p <0.001
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4.6 Global Geospatial Regression Analysis Results

Global geospatial results of the analysis of tmedldependent variables
representing RPS target level are presented ingdd@ and 19. The Moran's | statistic
provided an indication of the degree of spatiabaatrelation in a given model. Strong
spatial autocorrelation is indicated by a posianel significant Moran's z-value. Both the
spatial lag model and spatial error models of maxmiikelihood estimation were
utilized in the analysis. Each of the three depahdariables representing RPS target
level were analyzed with the standard set of inddpet variables representing
geographic, economic, regulatory, infrastructuddfusion and ideological factors. The
U.S. state shape file was utilized and both QueelnRook contiguity-based weight
matrices with an order of contiguity of 1 wereiaed for the analysis.

In the geospatial autocorrelation analysis it vastl that several of the variables
that showed significant relationships with dependamiables in the (OLS) multivariate
regression analysis also showed similar relatipssiith sometimes stronger levels of
significance. In both the spatial lag and errorBinodels it was found that there was a
significant negative relationship between the diibm variable and all three dependent
variable which was again in the opposite hypotregbdirection. This relationship was
stronger for DV1 dependent variable and the Morbwédues for this relationship ranged
from -6.54 to -6.78. It also was found that theswa significant and positive
relationship between dependent variables DV1 an@ Bl the state average electricity
price. For this relationship, spatial lag and emadel Moran's z-values ranged from of

1.98 to 5.93. Similar to the regression analysemderately positive relationship was
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found to exist between dependent variables DV1RW8 and state RE potential

capacity. The Moran's | values for this relatiopsfanged from 2.47 to 2.83. Finally, it

was discovered that a positive relationship exibetgveen all three dependent variables

and the measure of state government ideology. rékasionship was similar to that found

in the regression analyses and was in the hypatesiirection. The Moran's | values for

the relationship ranged from 3.23 to 6.86.

Table 18

Global Geospatial Autocorrelation Summary Tableue@®n-Based Contiguity

DV1 DV2 DV3
Level of Effort Policy Coverage Absolute Target Level
Variable SLM SEM SLM SEM SLM SEM
Coeff. Coeff. Coeff. Coeff. Coeff. Coeff.
State Avg. Price of | 8.47689**  8.11564*** 2.418204 1.984743 1.487578 0.7986859
Electricity (1.54056) (1.367727) (1.238924)  (1.043481) | (1.517384) (1.228515)
State RE Potential 1.98E-06* 2.12E-06** 1.38E-08 1.76E-07 1.39E-06 1.67E-06**
Capacity (8.02E-07)  (7.49E-07) (6.14E-07)  (5.36E-07) | (7.41E-07) (6.03E-07)
HV Transmission 14.97623 14.19734 -9.067435 -9.654415 -2.500842 -7.313981
Line >132kV Density| (32.03527) (31.96189) (25.59979) (24.44033) | (32.33744) (28.16859)
Commission Staff by| -63012.73 -48292.07 377396.5 388843.6 341818.2 402224.9
MW Capacity (371098.4) (370072.3) (295569.9) (283576.6) | (373638.2) (330584.8)
State Gov't Ideology | 0.650789**  0.663468** | 0.99468**  1.01233** | 1.28597**  1.31723***
Measure - ADA (0.2014163) (0.1996576) | (0.1601651) (0.1585492) | (0.2028588) (0.1958151)
Fraction of Regional | -86.4977**  -87.66625** | -0.33688* -0.35797* -0.559258* -0.617669**
States> Target Level | (13.23303)  (13.08492) (0.1590066) (0.1583226) | (0.2007413) (0.1966026)

SLM - Spatial Lag Model, SEM - Spatial Error Model

Standard errors in parentheses

*p < 0.05, ** p < 0.01, ** p < 0.001
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Table 19

Global Geospatial Autocorrelation Summary TableookRBased Contiguity

DV1 DV2 DV3
Level of Effort Policy Coverage Absolute Target Level
Variable SLM SEM SLM SEM SLM SEM
Coeff. Coeff. Coeff. Coeff. Coeff. Coeff.
State Avg. Price of | 8.46866***  8.18284*** 2.427649* 1.979469 1.54347 0.7523756
Electricity (1.533966)  (1.391632) (1.223756)  (1.039322) | (1.492058) (1.209064)
State RE Potential 1.99E-06* 2.10E-06** 4.88E-09 1.76E-07 1.36E-06 1.66E-06**
Capacity (8.01E-07)  (7.71E-07) (6.13E-07)  (5.35E-07) | (7.37E-07)  (5.96E-07)
HV Transmission 14.98024 11.15467 -9.123707 -9.637175 -2.617064 -7.458336
Line >132kV Density| (32.04164)  (32.71317) (25.57376)  (24.39192) | (32.18413) (27.85122)
Commission Staff by| -63118.48 -17425.15 378493.9 388667.4 343763.6 404802.3
MW Capacity (371107.3)  (377904.8) (295148.4)  (282971.9) | (371630.2) (326860.9)
State Gov't Ideology | 0.650355**  0.661501** | 0.99698**  1.01250*** | 1.29088***  1.32199***
Measure - ADA (0.2011226) (0.2000966) | (0.1594939) (0.157824) | (0.2010169) (0.1926818)
Fraction of Regional | -86.5562***  -88.13251*** | -0.3367264* -0.3577785* | -0.557455* -0.615844**
States> Target Level | (13.23646)  (12.993) (0.1587694) (0.158276) | (0.1997444) (0.1956832)

SLM - Spatial Lag Model, SEM - Spatial Error Model

Standard errors in parentheses

*p < 0.05, ** p < 0.01, ** p < 0.001

4.7 Local Indicatorsof Spatial Association (L1SA) Analysis Results

The previous section described the results of dlolgasures of spatial

autocorrelation in terms of Moran's | z-values #mr associated levels of significance.

The results provided in this section representéialts of the local measures of spatial

autocorrelation or Local Indicators of Spatial Actarelation (LISA). Univariate local

Moran's | tests of spatial autocorrelation werdqgrened on the three dependent variables

representing different measures of state RPS thgelt In addition, bivariate local
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Moran's | tests were performed on independent bimssand their accompanying
dependent variables in cases where the independgables were found to be significant
predictors of RPS target level. The purpose otdbal spatial tests was to determine the
geographic location of cluster centers or locatigbpatterns contributing to the global
autocorrelation outcome. Three types of spatiabhtematrices were developed for the
local analyses: Queen based, rook based and destased. The geospatial output
formats for local tests for autocorrelation typigahclude Moran's | scatter plots and
cluster and significance maps. In a typical M@drscatter plot attention should be paid
primarily to the upper right (high-high) and loweft (low-low) quadrants of the plot
which are indicative of data with positive locabipl autocorrelation or spatial clusters.
The upper left (low-high) and lower right (high-lpeyuadrants of the Moran scatter plot
indicate data with negative local spatial autodatren and are considered to be spatial
outliers. In this particular analysis attentionsvaid primarily to data with high-high
spatial autocorrelations as it was indicative ef $hates and groups of states with similar
RPS target levels or in the case of the bivaredéstthe geographic centers of high
correlation between dependent and independentlanirs. The LISA significance
maps illustrate spatial locations with the sigrafice of local Moran's | statistic indicated
in different colors corresponding to specific rangé p-value. The corresponding LISA
cluster maps illustrate spatial locations coloredy the type of spatial autocorrelation,
(i.e. high-high, low-low, high-low and low-high)n this analysis attention was primarily
paid to significant high-high cluster centers bessasome states proved to have positive
low-low autocorrelation results due to the fact that all U.S. states have a renewable

portfolio standard or renewable goal and the Gegjizdial analysis application could not
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differentiate between states with very low RPSdalgvels and state with no RPS in
place or RE goal. It should be noted that sewartie local tests revealed low-low
spatial clusters which included a number of U.Sitlsern states that did not have an RPS
in effect or an RE goal. This gap in state RPSREdnitiatives may be partially due to
the existence of the federally-owned Tennesseesy &uthority (TVA) Corporation

which provides power to Kentucky, Tennessee, Alahavtississippi, Georgia, North
Carolina and Virginia.

The results of the local geo-spatial analysis endipendent variables are
provided in Appendix A and include the Moran's atser plots and cluster and
significance maps. These results indicated theattwvere localized spatial patterns
associated with RPS target levels or that somesstave enacted renewable portfolio
standards with similar target level strengths ag ttlosest neighboring states. The region
that exhibited the highest degree of RPS target lewilarity or cluster-centering was a
grouping of Northeastern U.S. states which includ&d PA, NJ, MD, DE, CT, VT and
MA . Since none of the states in this grouping padicularly high renewable energy
potential generation capacities a potential explandor this effect could be that their
RPS target levels are influenced either by a diffugffect, (i.e. observing and emulating
the target levels set by policymakers in their e€ljd neighbor states), or by one or more
internal determinant factors of the state. The sextion will elaborate on the local
effects of some of the key significant independeamtables that predicted RPS target
levels.

The global Moran's | autocorrelation results shoted the dependent variables

representing RPS target level could be predictestég average electricity price, the
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state's renewable energy potential capacity and gtevernment ideology. In addition,
there was a diffusion effect as the diffusion valea representing higher target levels in
neighboring states exerted a negative influencR®8 target levels. The significant
independent variables were tested individually whtkir accompanying dependent
variable using bivariate local Moran's | tests. Tdwal spatial autocorrelation results for
the state average electricity price variable ingidahat this effect was observed to be
strongest in a large grouping of Northeastern st&es which included NY, PA, VT,
NH, MA, CT, RI, NJ, DE, DC and MD a result very tiveas very similar to the
Northeastern cluster of states associated witlléipendent variable's univariate local
Moran's | tests. The bivariate local Moran's | srgplot, and cluster and significance

maps for the average electricity price variablestm@wn in Figures 17, 18 and 19.
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Figure 17. Bivariate Local Moran's | Scatter RIbDV1 and Average Electricity Price
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Figure 18. Bivariate Local Moran's | Cluster Md@d/1 and Average Electricity Price
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Figure 19. Bivariate Local Moran's | Significaridap of DV1 and Average Electricity
Price
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The results of the local spatial autocorrelatioalgses for the independent variable
representing state RE potential capacity variaidécated that this effect was strongest in
a pair of Southwestern U.S. state s which includ&th, Colorado and in some tests
Arizona and New Mexico. These states have sontleedfiighest potential renewable
potential capacities in the United States partitylf@r solar power. This result indicates
that policymakers in some of the U.S. states Wwithitigher RE potential capacities may
be factoring these metrics into the derivationhafit RPS target levels. The bivariate
local Moran's | scatterplot, cluster and significamaps for the RE potential capacity

variable are shown in Figures 20, 21 and 22.
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Figure 20. Bivariate Local Moran's | Scatter RIbDV1 and RE Potential Capacity
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Figure 21. Bivariate Local Moran's | Cluster Md@¥/1 and RE Potential Capacity
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Figure 22. Bivariate Local Moran's | Significaridap of DV1 and RE Potential
Capacity

The local spatial autocorrelation results for ttedesgovernment ideology variable
indicated that its effect as a predictor of RP§dtalevel effect was observed to be

strongest in a large grouping of Northeastern st&es which included NY, PA, NH,
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MA, CT, RI, NJ, DE, DC and MD. This grouping o&sts is known to be predominantly
Democrat in both measures of citizen and governahéteology and this result indicates
where the effect of government ideology on RPSetidkyels is strongest. The bivariate
local Moran's | scatterplot, cluster and significarmaps for the state government

ideology variable are shown in Figures 23, 24 2bd
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Figure 23. Bivariate Local Moran's | Scatter RIbDV3 and Government Ideology
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Figure 24. Bivariate Local Moran's | Cluster Md@d/3 and Government Ideology
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Figure 25. Bivariate Local Moran's | Significaridap of DV3 and Government
Ideology

The results of the local spatial autocorrelatioalgses for the diffusion independent
variable representing the fraction of neighboriteges with higher RPS target levels
indicated that this effect was observed to be geshin MI, PA, NJ and DE. This

grouping of states represents those that are tls¢ active in setting their RPS target

levels lower that their neighboring states. Witl éxception of Michigan, none of these
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states have high renewable energy potential capsco it is possible that this effect is
strongest in states with lower RE potential andssglently have the least to gain by
investing in RE generation infrastructure. The bat& local Moran's | scatterplot, cluster
and significance maps for the regional diffusionafale are shown in Figures 26, 27 and

28.
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Figure 26. Bivariate Local Moran's | Scatter RIbDV1 and Diffusion Variable
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Figure 27. Bivariate Local Moran's | Cluster M&@y¥/1 and Diffusion Variable
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Figure 28. Bivariate Local Moran's | Significanidap of DV1 and Diffusion Variable

Overall, both the global spatial lag and errooaatrelation models exhibited
improved predictive ability to determine the infhee of individual factors over

conventional OLS multivariate regression approachbe LISA approach proved to be

133



very effective at isolating the localized clustenters and the geographic patterns that
are contributing the most strongly to the globalrtts | geospatial autocorrelation
outcome result. In terms of the spatial modelssé¢hibat utilized weight matrices
constructed with distance based contiguities prdodzk the more effective at
determining significant high-high local clusteringeight matrices utilizing Queen-based
and Rook-based contiguities yielded considerablgllemsignificant cluster groupings,

but not nearly as large and detailed as when ardistbased approach was used.
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CHAPTER 5: CONCLUSIONS

The following conclusions chapter is divided ifboir sections and provides an
overall summary of the results of this study arerthmplications. The first section
addresses each of the hypothesis-based reseastivgseand provides a brief recap for
each of the answers that this study provided hénsecond section a discussion of the
lessons-learned during the course of this stuglyasided. The third section describes
the overall contributions that this study maketemms of its findings and future avenues

of further research are discussed in the fourthfimadl section.

5.1 Summarized Conclusions

In terms of the regulation-based research questssults indicated that
regulatory commission size was not a predictotatesRPS target levels. It was
hypothesized that states with larger public utitégulatory commission staffing levels
per system capacity and hence more highly regulatedd set higher target levels.
Similarly, transmission line infrastructure did ragipear to have any effect on RPS target
level for any of the three measures of RPS tamyatll It was hypothesized that states
with higher transmission line densities would sghr RPS target levels. Political
ideology, particularly state government ideologg dave a positive effect in predicting
RPS target levels. This result was consistent prgvious studies of the predictors of
RPS adoption by; Carley and Miller (2009), Yin &alwver (2010), Matisoff (2008),

Lyon and Yin (2010), Huang et al (2007), and Chan{®009). Local geospatial analyses
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indicated that the effect was predominant in stdtaswere ideologically more liberal in
terms of citizen and governmental level ideologr the policy innovation-related
research question querying the role of internatmheinants and regional diffusion in
predicting RPS target levels, it was found thahldattors were capable of predicting
RPS target levels with diffusion playing a margin#drger role. Internal determinants
that predicated RPS target level included the @eeedectricity price, government
ideology and to a lesser extent RE potential capagidiffusion effect was found to
exist but in the opposite of the hypothesized dioacas it was found that policymakers
have been setting state RPS target levels lowertter bordering neighbor states.
Finally it was found that geo-spatial patterns waesent as regional spatial cluster
centers were found to exist for the dependent bkasarepresenting RPS target level in a
grouping of northeastern states. It was also fahatigeospatial clustering was evident

for the independent variables that were signifigaetictors of RPS target level.

5.2 Lessons L earned

In the course of this study a number of lessongwearned that are worthy of
mention for future researchers. First, the predicgower of the regression models was
improved when the dependent variable (DV1) whidvjated a measure of level of
effort was utilized. The DV1 dependent variablddeel the highest regression
coefficients for the nearest-neighbor diffusion aveérage electricity price independent
variables. In the majority of regression modelemdependent variables DV2, which

accounted for policy coverage and DV3 which prodide absolute measure of policy
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target level were utilized the regression coeffitsewere consistently lower. It appears
that measures of RPS target level that includeiagifRE capacity and are representative
of the true level of effort that is necessary tactetargets can add predictive power to
regression models. Second, in the nearest-neighftfosion analysis portion of the
study, it was found that diffusion independent &ales developed using only the
immediate neighbor states for each state werenguvadictive power due the fact that
some states had few immediate neighbors and thesidif variable had too few distinct
values. The diffusion variables were improved koluding both a given state's
immediate neighbor states and the "neighbors aght@rs" in their calculation. The
resultant enhanced diffusion variables exhibitedromed predictive power and provided
a wider and more encompassing measurement ofstag¥regional diffusion. Finally, it
was found that the global spatial lag and erroo@utrelation models had more
predictive power than the traditional OLS multiede regression and robust regression
estimations. Their improved predictive ability cddde due to the fact that these
approaches accounted for spatial dependence effeéastoring geospatial weight
matrices into the regression model which accoufdethe geographic and spatial nature
of the primary units of analysis. It is hoped thabspatial tools will find more use in the
social sciences, especially in studies where thegmrce of diffusion effects are purported
to exist.

The use of U.S. a state border physical shapefilgéospatial autocorrelation
analysis presented some interesting geometric acg@and data validity issues
particularly in cases where state geographic bendere defined by rivers. Several

Eastern U.S. state borders are defined by thealdtaw patterns of rivers that meander
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and change with time. This is especially true faidtiple states in the U.S. southeast
regions and noticeably apparent in the alluvialeyabf the lower Mississippi River

which stretches from the Southern tip of lllinas3outhern Louisiana. This phenomenon
was apparent with the borders of several easteBndtiates including Arkansas,
Mississippi, Louisiana and Oklahoma and borderrdied) rivers including the
Mississippi, Ohio and Red Rivers. In some casedlifferences in the border length
distance magnitudes between a plotted river-defoweder and a simple straight line
drawn between the geographic start and end poaits was as great as 2-3 times. Since
the intent of the geospatial analysis was to meageospatial and diffusion effects and
inter-state border interactions, this issue mayltés errors. In future studies, it might
worth considering modifying the U.S. state bordaapsefile using a vector based editing
tool (e.g. ArcGIS), and replacing some longer msiof state river-defined borders with
a line segments or polyline entities that couldvte a truer representation of the

“political” length of interstate borders.

5.3 Implicationsfor Future Policy

The primary contribution that this study makegsdinding that renewable
portfolio standard target levels are being drivgralmultiple factors of which only a few
are essential to creating effective policy outcamé® results of this research indicate
that RPS target levels have been primarily infl@ehloy an inter-state diffusion effect,
the cost of electricity, state government ideolagy to a lesser extent the state's actual

renewable energy potential capacity. Patton & 8kwiL993) and Weimer and Vining
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(1989) both emphasized the importance of policysyaad objectives, hence stringency,
as a major critical component of policy problemlgsia. In the case of state renewable
portfolio standards, whose primary purpose wasitouate RE economic development,
the setting of realistic and meaningful policy &tsyis crucial. In order to maximize
policy effectiveness, the selection of target Is\aiould have been determined by
multiple state internal factors including the paigincapacities of RE sources for the state
and the availability of a robust infrastructuratwerk for the delivery of electricity from
known locations of maximum potential RE yield. §knowledge would ensure that
policy targets are set realistically to reflectate's natural endowment of RE potential
and the ability to deliver it efficiently to cust@ms. This approach would also reveal the
inadequacies in the power delivery network thaladtte remedied in order to achieve
the state's ultimate renewable energy potentiatigeion capacity.

State electricity providers have extensive knowéedfexisting infrastructural
electricity transmission system networks and thesitations. State potential RE
capacities are also known and available from thigoNal Renewable Energy Laboratory
(NREL). It is speculated that policymakers in thagtermination of RPS quantitative
targets and goals may not have such knowledgelyemadiilable to them due to either
communication issues or existing asymmetries afrmftion between energy providers
and state regulatory staff. Better communicatietween state policymakers who set
RPS targets, public utility commission staff whgukate providers, and utility personnel
who understand the systemic limitations of the ggisthperative. The importance of
setting realistic and attainable RPS targets wotlueate systemic information is crucial if

the overall goal is to maximize their effectiveneéBse current lack of a national
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renewable portfolio standard will likely mean thatiure deployment levels of RE
infrastructure in the U.S. will continue to be dnivby policies at the state level which
further underscores the importance of developifgcéfe state policies to mitigate the

effects of climate change.

5.4 Future Directionsfor Research

This study found that RPS target levels could fiegligted by a state's average
electricity price. Unfortunately electricity priegas a variable chosen to be representative
of state internal determinants and the nature @&edttn of its effect on the dependent
variables was not hypothesized. One could hypatedswever that wealthier, more
affluent states set higher RPS target levels becthgsstate can afford the infrastructural
costs and known reduced generation efficienciescéested with RE generation sources.
Potential future studies in this area could exptbeepredictive power of measures of
state affluence on RPS target levels. Since tioe pif electricity is known to influence
RPS target levels, future studies could also exploe complex financial relationships in
electricity markets that exist between public stdtkty regulating commissions, energy
providing utilities and private sector renewablergy producers/entrepreneurs.

The results of this study indicated that the amafistate regulation had no effect
on RPS target levels. It would be worthwhile tdlfier study the effect of deregulation
on electricity markets especially now that curnegulatory actions have opened these
market to RE suppliers. Future researchers couktmée if current regulatory changes

have created economic rents for private sectoriiplg firms, or as Buchanan (1980)
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posited "opportunities for profit-seeking entreprers that might not have existed in a
previously ordered market structure” (p. 5). Adstof the Independent Power Producers
(IPP's) that have entered the electricity genematiwarket in recent years and of the
factors contributing to their success or failurewdobe very worthwhile.

Another potential avenue for research lies inmeit@ng the overall effectiveness
of state renewable portfolio standards now thaess\of them have been in effect for a
number of years. At present, several states hatalled varying amounts of RE
generation capacity on their grid systems and itld/also be worthwhile to utilize
deployed system RE capacity data in determiningtfeetiveness of policy for states
that have an RPS in effect, states that have nodRBStates that have an established RE
capacity goal. The findings of the diffusion portiof this study indicated that the
market may not be truly competitive and that statay be relying on their neighbors to
set higher targets and have hence have developativer workarounds to ensure their
success in achieving the target goals and objext¥éheir respective renewable
portfolio standards. Future studies could exptbhesorigin and dynamics of this “race to
the bottom” effect possibly by exploring the rolayed by the trading of renewable
energy credits between states or by looking fod@vte that some states are deferring the
capital expense of renewable energy generatioastrfrcture to their neighboring and
inter-regional states.

Finally, future research efforts could be conddd¢tevards the development of a
software tool for policymakers to aid them in segtoptimal RPS target levels that could
potentially lead to more effective policies. Ine@hining RPS target levels such a tool

could incorporate internal factors unique to edekesincluding: economic feasibility,
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political feasibility, state RE potential capacitlye presence of an infrastructural
transmission network, land use and terrain andipt@lother factors. This study
determined that with the exception of RE poterdegacity, few of these factors were
taken into consideration in the development of Ri?§et levels by state policymakers.
Ideally, the development of such an analytical tmlld enable policymakers to make
better and more informed RE policy decisions améter more realistic RPS target levels

that are uniquely applicable to their state.

142



APPENDIX A

UNIVARIATE LOCAL SPATIAL AUTOCORRELATION FIGURES
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Figure 29. Moran Scatter Plot of DV1 (Level of &th, Queen Contiguity
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Figure 30. LISA Cluster Map of DV1 (Level of Eftpr Queen Contiguity
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Figure 31. LISA Significance Map of DV1 (Level Bffort), Queen Contiguity
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Figure 32. Moran Scatter Plot of DV2 (Policy Caage), Queen Contiguity
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Figure 33. LISA Cluster Map of DV2 (Policy CovegggQueen Contiguity
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Figure 34. LISA Significance Map of DV2 (Policy @Garage), Queen Contiguity
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Figure 35. Moran Scatter Plot of DV3 (Absolute Jet), Queen Contiguity
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Figure 36. LISA Cluster Map of DV3 (Absolute Targ€ueen Contiguity
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Figure 38. Moran Scatter Plot of DV1 (Level of &t), Rook Contiguity
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Figure 39. LISA Cluster Map of DV1 (Level of EffprRook Contiguity
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Figure 40. LISA Significance Map of DV1 (Level Bffort), Rook Contiguity
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Figure 41. Moran Scatter Plot of DV2 (Policy Caage), Rook Contiguity
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Figure 42. LISA Cluster Map of DV2 (Policy CoveggRook Contiguity
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Figure 44. Moran Scatter Plot of DV3 (Absolute Jet), Rook Contiguity
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Figure 45. LISA Cluster Map of DV3 (Absolute Tatgdrook Contiguity
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Figure 46. LISA Significance Map of DV3 (Absolufarget), Rook Contiguity
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Figure 49. LISA Significance Map of DV1 (Level Bffort), Distance Contiguity
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Figure 50. Moran Scatter Plot of DV2 (Policy Caage), Distance Contiguity
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Figure 51. LISA Cluster Map of DV2 (Policy CovegggDistance Contiguity
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Figure 52. LISA Significance Map of DV2 (Policy @Garage), Distance Contiguity
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Figure 53. Moran Scatter Plot of DV3 (Absolute Jet), Distance Contiguity
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