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ABSTRACT

Modeling a Passive Cooling System for Photovoltaic Cells under Concentration

By

Allison Gray

Dr. Robert F. Boehm, Examination Committee Chair
Professor of Mechanical Engineering
University of Nevada, Las Vegas

An analysis of the Amonix high concentration photovoltaic (HCPV) passive cooling system was performed in order to obtain a better understanding of the present design and identify poor areas of dissipation. Cooling of photovoltaic cells under high intensity solar irradiance is a major concern when designing concentrating photovoltaic systems. Solar cell temperatures increase if the waste heat is not removed causing the cell voltage to decrease lowering the power generated. The concentrator geometry was studied so a model of the HCPV passive cooling system could be generated to analyze the system numerically. In addition to this experiments were conducted in the field and then used to compare with the numerical results. There was less than a 5% difference between both studies indicating that the numerical results were correct. This study provides beneficial information regarding areas of poor circulation with detailed descriptions about the temperature distributions and air velocity.
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CHAPTER 1

INTRODUCTION

Cooling of photovoltaic cells is one of the main concerns when designing concentrating photovoltaic systems [1]. Cells may experience both efficiency loss and degradation due to high temperatures. Design considerations for the cooling systems include low and uniform cell temperatures, system reliability, sufficient capacity for dealing with ‘worst case scenarios’, minimal power consumption by the system, and low costs. Concentration of sunlight onto photovoltaic cells results in the replacement of expensive photovoltaic material with less expensive concentrating mirrors or lenses. This is one method of lowering the cost of solar-to-electrical systems. Because of the reduction in solar absorber material, higher efficiency PV cells can be used. Even with the higher efficiency cells, only a fraction of the incoming sunlight striking the cell is converted into electrical energy. As shown in Table 1, the typical efficiency value for concentrator cells is approximately 21% [2]. The remainder of the absorbed energy is converted into thermal energy in the cell and can cause the junction temperature to rise unless the heat is efficiently dissipated to the environment. The rise in junction temperature will also lower the system efficiency.

Table 1 describes some of the physical characteristics of some concentrator cells. This includes the cell thickness in microns with the fill factor parameters under concentration. The incident power in suns or concentration ratio is given for the
efficiency described in this table. As part of determining cell performance, many researchers use the fill factor as well which is the \( \frac{V_{pp} \cdot I_{pp}}{V_{oc} \cdot I_{sc}} \). This gives the performance ratio of the cell.

Table 1. Concentrator solar cell characteristic described by Sinton [2].

<table>
<thead>
<tr>
<th>Cell Characteristics (cell area = 0.15 cm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell Thickness (microns)</td>
</tr>
<tr>
<td>Incident Power (suns ±1%)</td>
</tr>
<tr>
<td>(1 sun=0.1Watt.cm²)</td>
</tr>
<tr>
<td>( V_{oc} ) (±5mV)</td>
</tr>
<tr>
<td>( I_{sc} ) (±0.5% A/cm²)</td>
</tr>
<tr>
<td>( V_{pp} ) (±8mV)</td>
</tr>
<tr>
<td>( I_{pp} ) (±1% Acm²)</td>
</tr>
<tr>
<td>Fill Factor (±1%)</td>
</tr>
<tr>
<td>Cell mount temperature (±1oC)</td>
</tr>
<tr>
<td>Efficiency (±0.5)</td>
</tr>
<tr>
<td>(Calibrated Calorimetrically)</td>
</tr>
</tbody>
</table>

Purpose of Study

There are five major design considerations for cooling of photovoltaic cells under concentrated sun irradiance: cell temperature, temperature uniformity, reliability, usability of thermal energy, pumping power [1] and cost. Most of these design considerations are considered in this study of the passive cooling system. It is important that the passive cooling system remove waste heat as effectively as possible to insure lower cell temperatures and the removal of waste heat from the back of the cell area. The design should be reliable and simple so that it can easily be duplicated both in the factory and field while keeping the pumping power low to keep parasitic losses minimal. The current passive cooling system on the Amonix high concentrating photovoltaic (HCPV)
design is being studied so that a better understanding can be developed for the design and search for potential improvement areas.

Research Questions

The air flow around the heat sinks is under investigation for this study. Multiple passive cooling parameters of the current design that need to be investigated are listed below:

What is the worst case scenario for operation in the field?

- Temperature
- Wind Speed

What is the air flow around the heat sink at different tracking angle positions?

- Azimuth
- Elevation
- What are the chamber temperatures?
- What is the air flow inside the chamber?
- What is the rate at which heat is being removed from the cell area?

In the current HCPV design there have not been any system failures during operation under the worst case conditions; however, cell performance is the lowest. The worst case operating conditions are defined as the worst weather conditions that the system will encounter in the field. The worst case ambient air temperature condition in the field is approximately 40°C or 313K. The passive cooling system is based on natural convection making a 0 m/s wind speed the worst case wind condition because the heat sink will be dissipating the least amount of heat.
The HCPV system must track the sun through the day. This causes the heat sinks to be in different azimuth and elevation angles throughout the day depending on the sun’s position. These angles are very important parameters that affect the passive cooling system’s performance, and need to be studied over their normal operating range. The wind angle-of-attack on the passive cooling system can have a large effect in the heat sink heat dissipation rate. However under the wind speed worst case condition there is no angle of attack on the heat sink making the azimuth angle negligible. This will simplify the study so that only different elevation angles need to be modeled and simulated.

![Diagram showing chamber geometry with heat sinks mounted on the bottom and air surrounding the system.](image)

Figure 1. Sketch of the chamber geometry with heat sinks mounted on the bottom and air surrounding the system.

Having a better understanding of the air flow in and around the chambers, an enclosed volume with a lens on top and a single receiver plate on the bottom, is important for gaining insight about areas of poor air flow. The temperature and velocity
distributions were examined inside and outside of the chamber. The heat sink temperature distributions were also studied to determine the rate at which heat is being removed.

Significance of Study

This project has the potential of allowing Amonix to increase the performance of their module by improving the passive cooling system, which would decrease the cell temperatures in the field, improve temperature uniformity, cell efficiency, and increase cell reliability. PV cell performance is dependant on cell temperature as shown in Figure 2, which illustrates that cell decrease in efficiency when temperatures are increased up to 2% for a 20°C increase in some cases.

Figure 2. Comparison of different cell efficiencies at different cell temperatures. [1]
Having a uniform temperature distribution is important to the performance of a PV cell, because the highest temperature on the cell can decrease the open circuit voltage of that area and restrict the open circuit voltage of the entire cell. This will cause the open circuit voltage of an entire string, a set of PV cells connected in series to decrease, causing a lower peak power point, directly reducing the energy that is generated [9]. Solar cells have shown to degrade under high temperatures. This degradation is more evident with concentrator cells because of the high intensity onto a small area [1].

Because of this phenomenon, there is an interest in an improving in the passive cooling design. Operating at lower temperatures can increase Amonix’s solar cell power and energy performance in the field, leading to an increase in overall system performance by lowering the cost per watt.

Amonix HCPV Module Description

The Amonix system relies on refractive optics to concentrate the sun’s irradiance onto a solar cell. A square Fresnel lens made of circular facets is used to focus the sunlight onto a cell. The angle of each facet varies as a function of that facet’s distance from the center of the lens so that all of the rays will converge to a focal point [Figure 3]. The Amonix concentrating back junction silicon cell is located at this focus point and converts the sunlight to electrical power. The Fraunhofer Institute rated the Amonix cell at a peak efficiency of 27.60% at a concentration ratio of 122 suns [10]. The cells were tested up to 405 suns with efficiencies equal to or greater than 25.00%, as shown in Figure 4.
Entrance Aperture
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Figure 3. Single cell concentrator.

Figure 4. Amonix cell efficiency up to 405 suns [10].

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
A chamber consists of twenty-four Fresnel lenses manufactured as a single piece or parquet, and cells mounted on a receiver plate at locations corresponding to the center of each lens. The cells are aligned in an array of 4 x 6 and assembled together in the shape of a box, called a chamber. Forty-eight chambers are assembled in a 4 x 12 (11 feet x 45 feet) rectangular shape with a steel C-channel structure used between lenses and receiver plates as the side structures that hold them at the right position. This structure along with the lenses and plates shown in Figure 5, is referred to as a MegaModule®. Each MegaModule® is designed to produce 5 kW of AC power at a direct normal irradiance...
(DNI) of 850 W/m² and 20°C cell temperature (IEEE standard). Some physical characteristics and operating parameters for the system are given in Table 2. The system is rated at 25 kW ac with a total collector size of 2420 ft² (56 m²). The collector size is considered to be the entire array area not the total cell area. The geometric concentration ratio is 250:1 and is defined as the relationship between the Fresnel lens and cell assuming that all of the energy entering the lens is focused onto the cell. The efficiency is defined as

<table>
<thead>
<tr>
<th>Table 2. Physical characteristics of the MegaModule®.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rated Power Output @ 850 W/m², 25°C</td>
</tr>
<tr>
<td>25 kW ac</td>
</tr>
<tr>
<td>MegaModules® size (ft)</td>
</tr>
<tr>
<td>44 x 11 x 2.5</td>
</tr>
<tr>
<td>Collector Size (ft)</td>
</tr>
<tr>
<td>55 x 44 x 2.5</td>
</tr>
<tr>
<td>Aperture Lens Area (ft²/m²)</td>
</tr>
<tr>
<td>1960/182</td>
</tr>
<tr>
<td>Total Face Area (ft²/m²)</td>
</tr>
<tr>
<td>2508/233</td>
</tr>
<tr>
<td>Number Of Cells</td>
</tr>
<tr>
<td>5,760</td>
</tr>
<tr>
<td>Concentration Ratio (suns)</td>
</tr>
<tr>
<td>250:1</td>
</tr>
<tr>
<td>Operating Voltage (ac)</td>
</tr>
<tr>
<td>277</td>
</tr>
<tr>
<td>Max. Wind Speed (mph)</td>
</tr>
<tr>
<td>90</td>
</tr>
</tbody>
</table>
CHAPTER 2

LITERATURE REVIEW

Concentrating PV systems are considered a promising approach to reducing solar energy conversion costs where Fresnel lenses or mirrors are used in exchange for costly PV material. Generally concentrating technologies have two major approaches, point focus and linear. Point focus concentrators can focus the sunlight onto a single area or multiple small areas. Both designs require two-axis tracking to keep the light focused onto the point. Linear concentrators focus the sunlight onto a line or linear shape. The same methods used in the point focus are used to concentrate the light. Two of the main differences are concentration shape and the tracking system. Linear concentrators usually need to track in only one axis.

All of the concentrator designs require a heat rejection system. This can be done two ways, with an active system or passive one. Active cooling systems are closed and use a working fluid to remove the waste heat. Typically a pump is used to circulate the cooling fluid and remove the waste heat. Passive cooling designs dissipate the waste heat by natural convection. This cooling method usually uses heat sinks with or without the use of a pump or fan to increase the dissipation rate. The passive cooling concentrator systems will be discussed here.
Andreev [8] tested a point focus thermal photovoltaic (TPV) design that used a passive cooling system with glass lenses to magnify the sun’s light, as shown in Figure 6. The TPV schematic in Figure 6 illustrates the general components of a concentrator including the passive cooling system location relative to the cell.

![TPV Schematic Design](image)

**Figure 6.** TPV schematic design [8].

Edenburn [7] discussed point focus passive cooling design as shown in Figure 7. This design was published by Edenburn in the early 80’s where he had three major design parameters: (1) base heat exchanger, (2) heat exchanger thickness, and (3) ratio of total
heat exchange area to base area or heat exchange ratio. The cell temperature was calculated by determining the temperature difference across the bond, and solving the thermal conduction equations to find the temperature profile in the heat exchanger's base. This profile was dependant upon the heat transfer rate or convection coefficient, which is affected by the ambient temperature and wind speed. The annual power output for this design was then estimated using the typical meteorological year (TMY) data for Albuquerque.

Figure 7. Point focus concentrator design with heat sinks on the top and bottom of the receiver plate.[7]

Edenburn estimated the array energy generation and array costs for different variations of the point focus design shown in Figure 7 where the cost was divided by the energy and the cost was selected based on minimum energy cost for each lens size. To
find the optimized heat exchanger design (Table 3) Edenburn studied different lens areas at different concentration ratios with different cells and base areas. The data in Table 3 was used with Table 4 to determine the optimum heat exchanger cost compared to the performance and annual energy generated. His study concluded that passive cooling was not effective for use with large aperture area concentrators because high heat flux levels required thick and expensive heat exchangers to maintain high performance. His research also implied that a heat exchanger will change little for more expensive arrays but the difference can be significant for the less expensive ones. Edenburn’s heat exchanger design [12][10] was optimized for minimum energy cost, which has been a high priority to the concentrating PV industry. If the waste heat is not being dissipated properly, a risk of cell failure can become an issue and increase maintenance costs in the long run. Edenburn mentions this concern about cell failures during high ambient temperatures, high insolation, and wind speeds around 0 m/s force the heat sinks to rely only on radiation and free convection. His resolution to this issue was to defocus the array or take it “Off-Sun,” until the weather conditions were in a safe region for operation.

Table 3. Optimum heat exchanger parameters for point focus Fresnel lens array by Edenburn [10].

<table>
<thead>
<tr>
<th>Lens Area (m²)</th>
<th>Concentration Ratio</th>
<th>Cell Diameter (m)</th>
<th>Base Area (m²)</th>
<th>Base Thickness (m)</th>
<th>Heat Exchanger Area Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0058</td>
<td>50</td>
<td>0.0122</td>
<td>0.0025</td>
<td>0.0009</td>
<td>2.5</td>
</tr>
<tr>
<td></td>
<td>92</td>
<td>0.009</td>
<td>0.0025</td>
<td>0.0012</td>
<td>2.5</td>
</tr>
<tr>
<td></td>
<td>170</td>
<td>0.0066</td>
<td>0.0025</td>
<td>0.0012</td>
<td>2.5</td>
</tr>
<tr>
<td>0.0233</td>
<td>050</td>
<td>0.0244</td>
<td>0.008</td>
<td>0.0018</td>
<td>3.0</td>
</tr>
<tr>
<td></td>
<td>92</td>
<td>0.018</td>
<td>0.008</td>
<td>0.0024</td>
<td>3.0</td>
</tr>
<tr>
<td></td>
<td>170</td>
<td>0.0132</td>
<td>0.008</td>
<td>0.0026</td>
<td>3.0</td>
</tr>
<tr>
<td>0.093</td>
<td>50</td>
<td>0.0487</td>
<td>0.024</td>
<td>0.0036</td>
<td>3.5</td>
</tr>
<tr>
<td></td>
<td>92</td>
<td>0.0359</td>
<td>0.024</td>
<td>0.0050</td>
<td>3.5</td>
</tr>
<tr>
<td></td>
<td>170</td>
<td>0.0269</td>
<td>0.024</td>
<td>0.0060</td>
<td>3.5</td>
</tr>
</tbody>
</table>

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Table 4. Optimum heat-exchanger cost and performance for point focus Fresnel lens array by Edenburn [10].

(Array Cost Without Heat Exchanger = $138/m^2)

<table>
<thead>
<tr>
<th>Lens Area (m^2)</th>
<th>Concentration Ratio</th>
<th>Annual Energy (kWh/m^2)</th>
<th>Annual Energy Cells at 28°C (kWh/m^2)</th>
<th>Heat Exchanger Cost ($/m^2)</th>
<th>Power Cost ($/W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0058</td>
<td>50</td>
<td>303</td>
<td>314</td>
<td>6.93</td>
<td>1.25</td>
</tr>
<tr>
<td></td>
<td>92</td>
<td>305</td>
<td>314</td>
<td>7.31</td>
<td>1.24</td>
</tr>
<tr>
<td></td>
<td>170</td>
<td>302</td>
<td>314</td>
<td>7.60</td>
<td>1.26</td>
</tr>
<tr>
<td>0.0233</td>
<td>50</td>
<td>301</td>
<td>314</td>
<td>8.60</td>
<td>1.27</td>
</tr>
<tr>
<td></td>
<td>92</td>
<td>301</td>
<td>314</td>
<td>9.63</td>
<td>1.28</td>
</tr>
<tr>
<td></td>
<td>170</td>
<td>300</td>
<td>314</td>
<td>9.93</td>
<td>1.29</td>
</tr>
<tr>
<td>0.093</td>
<td>50</td>
<td>291</td>
<td>314</td>
<td>9.31</td>
<td>1.32</td>
</tr>
<tr>
<td></td>
<td>92</td>
<td>290</td>
<td>314</td>
<td>11.25</td>
<td>1.34</td>
</tr>
<tr>
<td></td>
<td>170</td>
<td>290</td>
<td>314</td>
<td>12.58</td>
<td>1.36</td>
</tr>
</tbody>
</table>

Edenburn [7] studied not using a finned heat exchanger design and using only a aluminum boxed shaped housing to dissipate waste heat, which would reduce costs and cause a 3% reduction in energy generation for his particular cell and concentration ratio design. The aluminum housing would act as a housing and heat exchanger for the cell so that the finned heat sinks would not be needed. For still air conditions, radiation is the dominant mode of heat transfer making a flat heat exchanger more beneficial compared to a finned design. Edenburn [7] implemented this concept but painted the aluminum surface to change the infrared emittance from 0.1 to a higher value. While using a painted aluminum box, Edenburn believed that the cells would no longer reach degrading temperatures and defocusing would not be needed. However annual winds should be considered to approximate the amount of potential generation time during still air conditions. He later determined that minimal, or no wind speed conditions, were not a large portion of the annual conditions in potential installation sites, resulting in the need for heat sinks in the passive cooling design.
Figure 8. Point focus concentrator design that used a flat plate heat exchanger to dissipate waste heat. [10].

Table 5. Edenburn’s results for the heat sinks temperature behind the cell at different concentration ratios.

<table>
<thead>
<tr>
<th>Concentration Ratio</th>
<th>Substrate Temperature Above Ambient (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>170</td>
<td>73</td>
</tr>
<tr>
<td>380</td>
<td>75</td>
</tr>
<tr>
<td>1000</td>
<td>78</td>
</tr>
<tr>
<td>1500</td>
<td>81</td>
</tr>
<tr>
<td>3400</td>
<td>85</td>
</tr>
<tr>
<td>13700</td>
<td>91</td>
</tr>
</tbody>
</table>

Edenburn studied concentration ratios up to 170 and determined that out of the two ways to increase the ratio: (1) keep the cell size constant and increase the lens size and (2) keep lens size constant and decrease cell size. His studies showed that as a lens size is increases the concentrated sunlight increases while maintaining the same cell size a passive cooling system is not efficient enough in removing the waste heat. This will require the use of an active cooling system. If the opposite is done and the cell size is reduced, this problem does not occur and active cooling is not needed. Table 5 shows Edenburn’s results for heat sink temperatures behind cells at different concentration ratios with meteorological conditions at an irradiance of 800 W/m² and wind speeds approximately of 3 m/s with a lens area of 0.093 m².
The Martin Marietta system is a point focus concentrator design that over 575 kW installed by 1982 [13]. This was the largest amount of point focusing concentrators installed in the field at that time. Figure 10 is a schematic of the Martin Marietta point focus concentrating PV system that used a passive cooling system to dissipate the heat. Edenburn [12] participated in the development and implemented his research results previously discussed into the design. This design used the optimum concentration ratio for the cell and lens size based on cell efficiency determined in his previous study [7]. This used heat sinks to cool the cells as shown in Figure 9. Although a study by Edenburn implies that under still air conditions, radiation is the dominant method of removing waste heat and heat sinks may not be needed, this condition is not a predominant situation in the field, thus not applied to the design.

Figure 9. Martin Marietta heat sink design [12].
Figure 10. Point focus concentrating PV system that used passive cooling [12].

Yamaguchi [13] worked on the point focus concentrator that used the housing to dissipate the waste heat generated by the solar cells. This method is similar to what
Edenburn had discussed [7] where a flat plate can be more effective in removing waste heat under still air conditions. An image of Yamaguchi’s design is shown in Figure 11.

![Figure 11. Point focus concentrator design that uses dome shaped Fresnel lenses [13].](image)

The multijunction cell concentrator shown in Figure 11 has a concentration ratio of 400:1 and is a 7000 cm² module. This is fabricated with 36 pieces of randomly-selected receivers connected in series and the same number of the newly developed dome-shape Fresnel lenses. Only the module walls dissipated the waste heat. Efficiencies up to 27% have been reached.
J.P. David designed a linear focusing concentrator [15] with the intentions of the system being completely autonomous and not cumbersome, viable in the worst weather conditions, easy to install and maintain and decrease photovoltaic peak kW costs. In 1980 when David was testing this concentrator, the price for silicon cells were $5-$10/W_{peak} and the U.S. Department of Energy (DOE) estimated price to drops to $2.80/W_{peak} by 1982 [15]. Even with this large decrease in silicon costs it was still quite expensive compared to other energy resources, however concentrator designs may be a promising method to further reduce this.

Figure 12. Schematic view of linear concentrator discussed in reference [15] with its converter and segmented mirror design.
This design began operation in June of 1979 and operated for over 18 months. This CPV design had 30 glass mirrors to concentrate the sun’s light to approximately 20 suns. The light is focused on to a linear array of PV cells as shown in Figure 12. The passive cooling system that David implemented into his design consists of many small aluminum tubes, each having a length of 10 cm, an outer diameter of 1 cm, an inner diameter of 0.8 cm. A Duralumin plate acted as the interconnection between the cooling system and the cell. The fins were mounted on one side to of the plate with the electronic insulator, copper plate, and cell on the other (Figure 13).

Figure 13. Schematic of the PV target area and passive cooling system [15].
Edenburn investigated linear passive cooling systems [7] as well and point focus. For the linear system the cells are cooled by conducting heat through the substrate bond and conduction paths as shown in Figure 15. Three design parameters were considered in optimizing linear concentrator arrays:

- Height
- Thickness
• Total heat exchange area to base area ratio

These parameters were used to optimize the design. Table 6 compares the three different concentration ratios, heat exchanger dimensions, costs, annual energy, and power costs together to help determine the best heat exchanger design for the linear array. The concentration ratios shown in this table were 20, 30, and 40. The most expensive design was $1.60/W with a concentration ratio of 20:1. However increasing the concentration ratio to 40 would decrease costs by $0.02/W and annual energy by 2kWh/m². This table implies that a linear concentrator with a concentration ratio of 30:1 would have the most benefit for low cost per watt ($/W) and high annual energy considering the given parameters.

![Linear concentrator design](image)

**Figure 15.** Linear concentrator design. [7]
Table 6. Comparison of different passively cooled parabolic linear concentrators [7].

<table>
<thead>
<tr>
<th>Concentration Ratio</th>
<th>20</th>
<th>30</th>
<th>40</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell Width (m)</td>
<td>0.0458</td>
<td>0.0305</td>
<td>0.0229</td>
</tr>
<tr>
<td>Mast Base Height (m)</td>
<td>0.035</td>
<td>0.035</td>
<td>0.035</td>
</tr>
<tr>
<td>Mast Height (m)</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td>Area Ratio</td>
<td>7.50</td>
<td>7.0</td>
<td>6.0</td>
</tr>
<tr>
<td>Heat Exchanger Cost ($/m²)</td>
<td>23.3</td>
<td>21.3</td>
<td>19.5</td>
</tr>
<tr>
<td>Annual Energy (kWh/m²)</td>
<td>264</td>
<td>264</td>
<td>262</td>
</tr>
<tr>
<td>Power Cost ($/W)</td>
<td>1.60</td>
<td>1.58</td>
<td>1.58</td>
</tr>
</tbody>
</table>

Table 7 compares Edenburn’s linear and point focus array systems. Three concentration ratios for the linear design were compared to the single point focus. This comparison showed that, for Edenburn’s design, the linear array was much more expensive and the annual energy was lower. The point focus concentrator heat exchanger was significantly less than all of the passive designs and had a 13% potential increase in annual energy. The loss in energy generation is due to higher cell temperatures because of the large temperature differences across conduction paths between cells and the heat sink surfaces.

Table 7. Comparison of the linear and point focus system [7].

<table>
<thead>
<tr>
<th></th>
<th>Heat Exchanger Cost ($/m²)</th>
<th>Annual Energy (kWh/m²)</th>
<th>Power Cost ($/Watt)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Passive 20X Trough</td>
<td>23.3</td>
<td>264</td>
<td>1.60</td>
</tr>
<tr>
<td>Passive 30X Trough</td>
<td>21.3</td>
<td>264</td>
<td>1.58</td>
</tr>
<tr>
<td>Passive 40X Trough</td>
<td>19.5</td>
<td>262</td>
<td>1.58</td>
</tr>
<tr>
<td>Passive 0.0233 m² 92X Lens</td>
<td>9.6</td>
<td>301</td>
<td>1.28</td>
</tr>
</tbody>
</table>
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CHAPTER 3

METHODOLOGY

Numerical Modeling Software

In order to model the temperature distribution and air flow in and around the heat sinks and chamber a computational fluid dynamic (CFD) modeling software had to be used. Fluent is a CFD software, developed by ANSYS, that was used for this analysis. This software uses finite forward difference method to solve its models [24]. All of the programs that were created for this study ran on a PC Dell Dimension computer with a 3.20GHz processor and 3.75 gigabytes of memory.

The convergence criteria was 0.001 for the continuity equation, 0.001 in the x-velocity direction, 0.001 in the y-velocity, 0.000001 for the energy equation, 0.001 for thermal conductivity, 0.001 for epsilon in the turbulence model, and 0.000001 for the radiation model. With these given convergence criterias each model ran for approximately 1 week and converged at approximately 28,000 iterations.

Gambit is the pre-processing software that ANSYS developed for Fluent. This is used to create models and mesh systems that were imported into Fluent. Mesh systems determine what points will be analyzed for the parameters that are under investigation. Post processing is done through Techplot, a post processing software for CFD and numerical simulation software. Tecplot is developed by Techplot and can be used with Fluent to create plots and charts for converged solutions.
Numerical Approach

The numerical model was developed based on the current HCPV design. However since it is difficult to model complicated systems, some assumptions were made. These assumptions are discussed and made based on the actual design. All of the parameters given are comparable to real operating conditions that the passive cooling system experiences in the field.

Energy enters the system at approximately 950 W/m² via sunlight at the Fresnel lens. With the lens area being 49 in² (0.03161 m²) the total amount of energy entering the lens possible is 30.03 W. The lens transmission is estimated to be 90% providing a total potential 27.03 W of energy transmitted and concentrated to the cell area. Not all of the energy is concentrated onto the cell and it is estimated that approximately 3% is focused onto other areas decreasing the estimated energy to 26.22 W. The cell is estimated to have a 20% efficiency of sunlight to electricity conversion creating 5.24 W of electricity and 20.97 W of thermal energy. The thermal energy is dissipated through the cell to the receiver plate and heat sink is being investigated here.

The energy equation was determined first in order to get a understanding of the passive cooling system. Sunlight enters the systems at the solar cell; from here the energy is turned into electricity and thermal energy. The thermal energy is conducted through the solar cell and to the receiver plate. The receiver plate dissipates the thermal energy by conduction to the heat sinks. The receiver plate and heat sink surfaces dissipate heat to the surrounding air by both conduction and radiation.
Heat loss through radiation is given in equation (1). The emissivity of the Amonix cell was assumed to be 1. This is not the real emissivity value of the cell, however for this analysis it was assumed to be so. Solar cells absorb most the energy that hits the surface but it is very hard to determine how much is being absorbed and reflected. The Stefan-
Boltzman constant, $\sigma$, is multiplied by the emissivity, $\varepsilon$, and the difference of the temperatures to the fourth power to calculate the heat loss through radiation. $T_s$ is the surface temperature of the body that is radiating heat and $T_\infty$ is the ambient temperature.

$$q_{\text{rad}} = A\varepsilon\sigma(T_s^4 - T_\infty^4)$$  \hspace{1cm} (1)

$$q_{\text{conv}} = Ah(T_s - T_\infty)$$ \hspace{1cm} (2)

$$h = \frac{q}{A(T_s - T_\infty)}$$ \hspace{1cm} (3)

$$I - q_{\text{cond}} - P = 0$$ \hspace{1cm} (4)

$$q_{\text{cond}} = -Ak(T_{\text{heatsink}} - T_{\text{cell}})$$ \hspace{1cm} (5)

$$q_{\text{cond}} - q_{\text{conv}} - q_{\text{rad}} = 0$$ \hspace{1cm} (6)

Equation (2) can be used to calculate the thermal energy removed by the cooling system by convection. Typically the values for heat transfer coefficient, $h$, in gases for free convection situations range between 2-25 W/(m$^2$K) [16]. For this study an approximate value of 2.02 W/m$^2$K was found for equation (4) using equation (3) and correlated with free convection values discussed by Incropera [16]. Equation (4) is the energy balance equation for the cell side of the system [1] and includes the sun energy reaching the cell, $I$, the amount of electricity generated, $P$, and thermal energy that is conducted through the cell to the receiver plate. Conduction though the heat sinks can be
calculated for by using equation (5). At the heat sink surface the energy is being transfer to the atmosphere by convection and radiation and is calculated for using equation (6).

![Figure 17. Chamber schematic.](image)

The passive cooling system models were developed based on the physical system. Since the system has been evaluated numerically using Fluent, there are some differences between the model and the actual system that were made in order to facilitate the analysis. In the physical system there are 48 chambers in a 4 X 12 array (Figure 5) that make up a single module. However, since all of the chambers are the same, the analytical model was simplified to a single chamber (Figure 17). It should be noted that this model assumes that the chamber thermal behavior is the same throughout the module, which is not necessarily true. Even though the geometries are the same, the temperature distribution will vary because of the air flow up the back of the module. In addition to the vertical temperature variation between chambers there are also some noticeable
differences along the horizontal direction. The exterior chambers with a side to the ambient air tend to have lower inside air temperatures compared to the interior chambers. A chamber has 24 cells in a 4 X 6 array, so it was simplified to a 6 cell model so that it could be analyzed as a two dimensional model (Figure 18).

The chamber model includes the heat sinks, receiver plate, chamber walls and Fresnel lenses. Ambient air has been modeled around the outside of the single chamber. The worst case scenario was assumed for this study (Table 8). In southern Nevada, a high ambient temperature (40°C) and no wind (speeds less than 1m/s) conditions are considered the worst case situation. With high ambient temperatures the temperature differential decreases thus decreasing the rate of heat being removed from the system. If air is flowing across the heat sink surfaces, the rate of heat removal from the system is increased, so without winds the performance is minimized. The cell is considered to be an isothermal heat source. This is a reasonable assumption because on a cloudless day, the solar irradiance varies very little during the mid part of the day and this is the time of most interest. By considering the irradiance-to-electricity conversion constant, the analysis is simplified by assuming the cell is in a steady state situation. The P-1 radiation model was used to simulate radiation effects in the system [24] and estimates the radiation emitted from one surface to another.

Table 8. Boundary Conditions

<table>
<thead>
<tr>
<th>Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ambient air is 313K</td>
</tr>
<tr>
<td>Isothermal heat source at the cell (353K)</td>
</tr>
<tr>
<td>Coupled conditions on all surfaces</td>
</tr>
<tr>
<td>No wind</td>
</tr>
<tr>
<td>Steady State</td>
</tr>
</tbody>
</table>
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Materials modeled in the chamber were the same as the actual system. The heat sink and receiver plate are brushed 2024 aluminum, the chamber structure or sides are galvanized steel, and the Fresnel lenses are acrylic (Table 9). Air was assumed to be an ideal gas. The standard $k$-$e$ turbulence model was used to simulate air flow. This semi-empirical model is based on transport equations for turbulent kinetic energy and its dissipation rate. For this model it is assumed that the flow is fully turbulent and the
effects of molecular viscosity are negligible [24]. The Rayleigh Number (7) is used for convection studies and was used to determine if the standard k-ε turbulence model was appropriate for this analysis. A Rayleigh number of ~5x10^9 was calculated to determine that the flow is turbulent. The P1 radiation model is a series expansion that was used to simulate radiation between surfaces and to the surrounding area.

\[ Ra = Gr \cdot Pr \]  

(7)

\[ Gr = \frac{g \beta (T_s - T_{\infty}) L^3}{\nu^2} = \frac{bouyancy \_ \_ forces}{viscous \_ \_ forces} \]  

(8)

\[ Pr = \frac{\nu}{\alpha} = \frac{viscous \_ \_ diffusion \_ \_ rate}{thermal \_ \_ diffusion \_ \_ rate} \]  

(9)

Figure 19. Rayleigh Number at different characteristic lengths.
The mesh model (Figure 20) that was analyzed was created to scale based on the chamber drawing (Figure 18). The preprocessor software, Gambit was used to build this model. Over 250,000 nodes are in this mesh system with the grid size ranging from 0.05 to 0.002. The chamber is located in the center of the mesh system.

Figure 20. Mesh system.
The mesh is very dense in and around the chamber relative to the whole air mesh system (Figure 20). Around the areas of highest concern, the mesh was made very dense (Figure 22). The ambient air at the system limits is over a meter away from the area under investigation, the nodes in that region are farther apart. The energy being dissipated by the heat sink is the main objective in this study causing the average mesh sizes to be 0.003 and the densest area in the model.
Experimental Method

Temperature data was collected in the field using thermocouples and hot wire anemometers. Three experiments were conducted in the field. Ten different chambers on two different modules were monitored for two days with thermocouples. This included two bottom and top chambers on each of the modules. One middle chamber was instrumented in each of the modules as well. All of the chambers that were monitored are labeled in Figure 23.
Type K thermocouples were used for collecting the temperature measurements in the areas shown in Figure 23. The thermocouples were 36 inches long with glass braided insulation and stripped lead terminations. A Campbell Scientific CR21X data logger was used to collect and store the data once every 30 seconds. Three temperature measurements were taken behind the solar cell on the heat sink and thermal tape was used to keep the sensor in contact with the surface (Figure 25).

Figure 23. Module schematic of where temperatures were measured.
Temperatures and wind speeds inside and around the chamber were taken with a combined hot wire anemometer and temperature sensor (Figure 24). This sensor records data 9mm above the desired surface with an uncertainty of ±2% for winds (0-50m/s) and ±1 degree temperature (30 to +150 degrees Celsius) [26]. Figure 25 is an image of part of the hot wire anemometer experiment and shows a sensor mounted on the heat sink. This sensor is C4. There are two other sensors mounted on the receiver plate as well, C1 and C2, but cannot be seen because the heat sink is in front of them. Data were collected at eight different locations and compared to the DNI, ambient temperature, and wind speed to search for correlations. The eight different measuring points are shown in Figure 26.

Figure 24. Image of the hot wire anemometer that was used for collecting temperature and wind speed data.
Figure 25. Image of part of a receiver plate and heat sink with a hot wire anemometer mounted on the end of the heat sink.

Figure 26. Locations on the chamber that were measured with the hot wire anemometer and temperature sensors.
CHAPTER 4

RESULTS

The current Amonix passive cooling system was analyzed numerically and experimentally and the results were compared with the goal of obtaining differences less than 10%. Once calculated the numerical model could be used to obtain more information on the air flow around the heat sinks and determine areas of poor circulation. The air flow details inside the chambers were calculated as well to determine if an increase in convection could result in an increase in performance. The results shown in this study may provide assistance in improving the passive cooling design in the short and long term and lead to an increase in energy generation per unit area.

Numerical Results

Because the Amonix HCPV unit is a 2-axis tracking system, the elevation angle changes throughout the day as it tracks the sun. In order to use one mesh system to simulate many elevation angles, the gravity vector angle was changed in the CFD software. Four different elevation angles were studied; 22.5°, 45°, and 67.5°, and 90° (vertical). Temperature distributions and velocity vector plots have been calculated at each of these angles. Figure 27 to Figure 41 show the results that were numerically obtained with Fluent. Each figure includes different views of the temperature distribution and the associated velocity profile for four elevation angles.
Figure 27. Temperature distribution of the chamber at a 90° elevation angle.

Figure 28. Velocity vector plot of the chamber at a 90° elevation angle.
Each of the temperature distribution figures, that were produced as output from Fluent was used to create a temperature plot, similar to what is shown in Figure 30. The profiles of the inside and outside of the chamber at different cross-sectional locations were compared to the other profiles and experimental data.

The air velocity vector information shown in Figure 28 is a visual illustration of how the air is moving in the system at this angle. In all of the velocity vector plots shown the air is moving at a rate ranging from $2.20 \times 10^5$ to $3.81 \times 10^1$ m/s. with the peak speeds to the left and right of the chamber. The average air velocity inside the chamber is approximately $1.14 \times 10^1$ and $2.29 \times 10^{-2}$ around the heat sinks. Out of the four angles studied here, the one shown in Figure 28 is the only position that is not reached while generating energy. This is the most wind resistant position, also called “wind stow.” Although this orientation is not reached while generating energy, it can occur any time the wind speeds exceed the design operating conditions. While the Amonix HCPV system is tracking the sun, this angle is almost reached during operation in the summer when the sun’s elevation is high. This elevation angle is important to this study in two ways; first, for understanding the passive cooling systems as it approaches this angle, and for understanding the dissipating heat shortly after generation has stopped.

The temperature data shown in Figure 27 are important to illustrating the temperature distribution, but another method of extracting values was needed for direct comparisons. In all of the temperature data plots, the results at the line $x=6.70$ (Figure 29) have the most fluctuation because it is located between the receiver plate and the tip of the heat sink. This line includes the temperature of the heat sink and the air very close to it. The
line was very important in determining the free convective heat transfer coefficients as part of the simulation verification process.

![Graph showing temperature values for points in lines at different elevation angles.]

Figure 29. The temperature values for the points in these lines were compared at the different elevation angles.

The temperature distributions for the heat sinks and receiver plate at the 90° degree elevation angle are plotted in Figure 31. It is important to know the difference in temperature of the heat sinks to the receiver plate because this gives a visual performance estimate for the passive cooling system. Small temperature differences may indicate there is a poor passive cooling design and if this is the case it is important to understand why. Since the chamber tracks the sun, it is important to account for reduction in heat dissipation due to position and determine the overall performance by analyzing all angles.
Figure 30. Plot of temperature distribution in and near the outside of the chamber at a 90° elevation angle.

Figure 31. Plot of the receiver plate and heat sink temperature distribution of the chamber at a 90° elevation angle.
Figure 32. Temperature distribution plot of the chamber at a 67.5° elevation angle.

Figure 33. Velocity vector plot of the chamber at a 67.5° elevation angle.
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Figure 34. Plot of temperature distribution in and near the outside of the chamber at a 67.5° elevation angle.

Figure 35. Plot of the receiver plate and heat sink temperature distribution of the chamber at a 67.5° elevation angle.
Figure 36. Temperature distribution plot of the chamber at 45° elevation angle.

Figure 37. Velocity vector plot of the chamber at 45° elevation angle.
Figure 38. Plot of temperature distribution in and near the outside of the chamber at a 45° elevation angle.

Figure 39. Plot of the receiver plate and heat sink temperature distribution of the chamber at a 45° elevation angle.
Figure 40. Temperature distribution plot of the chamber at a 22.5° degree angle.

Figure 41. Velocity vector plot of the chamber at a 22.5° degree angle.
Figure 42. Plot of temperature distribution in and near the outside of the chamber at a 22.5° elevation angle.

Figure 43. Plot of the receiver plate and heat sink temperature distribution of the chamber at a 22.5° elevation angle.
Figure 44. Air temperature behind the heat sinks at $x=-6.50$ at four different elevation angles.

Figure 44 to Figure 50 are plots of the temperature lines for each angle position. They were plotted together to illustrate the estimated change in temperature as elevation angles vary over the course of a day. Figure 44 and Figure 45 show that the change in temperature behind the chamber increases as the elevation angle decreases. This
indicates that as the chamber elevation increases, less heat is being dissipated out of the passive cooling system. This is expected because as the chamber reaches a horizontal position more heat is being dissipated upwards into the chamber rather than away from the chamber via the heat sinks.

Figure 45. Air temperature behind the heat sinks at x=-6.60 at four different elevation angles.
The temperature values at \( x = -6.70 \) are plotted in Figure 46. This figure illustrates the temperature distribution in a critical area around the heat sinks. The peaks are temperature values of the heat sinks and other values are the air temperatures. At \( Y = 0 \) the air temperature is approximately 313K or the ambient temperature, and increases as it reaches the heat sinks at 0.39. As the heated air surrounding the heat sinks rise along the chamber it increases, beginning at 325K at 0.39 up to 340K at 1.7.

Figure 46. Air and heat sink temperatures behind the chamber at \( x = -6.70 \) at four different elevation angles.

Figure 47 is a chart of the temperature distribution at \( x = -6.75 \) in and around the chamber. At the 90° degree elevation angle a peak temperature is reached at the center (\( x = 1.18 \)) of the chamber where there is a stagnant area between two vortices. Air is unable to circulate in this small area causing the temperature to increase. Peak
temperatures are reached at the top of the chamber (~1.60m) for the 22.5°, 45°, and 67.5°, degree elevation angles.

Temperature Values at x=-6.75

Position on the Y-axis (m)  

Figure 47. Air chamber temperatures in front of the cells at x=-6.75 at four different elevation angles.
The peak temperature in the 90° degree elevation angle is as visible in Figure 48 as in Figure 47. The temperature peaks of the other three elevation angles are in the same place inside the upper portion of the chamber as shown in Figure 47 as well. At 22.5° degree elevation the highest chamber temperature is reached around the top of the chamber at approximately 338.5K.

![Figure 48. Air chamber temperatures at x=-6.80 at four different elevation angles.](image)
Figure 49. Air chamber temperatures at x=-6.90 at four different elevation angles.
Figure 50. Air chamber temperatures at x=-7.00 at four different elevation angles.

Table 10. Average heat sink temperatures

<table>
<thead>
<tr>
<th>Elevation Angle</th>
<th>Average Heat Sink Temperature (K)</th>
<th>Minimum Heat Sink Temperature (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>22.5</td>
<td>348.30</td>
<td>345.41</td>
</tr>
<tr>
<td>45</td>
<td>349.06</td>
<td>346.47</td>
</tr>
<tr>
<td>67.5</td>
<td>349.08</td>
<td>346.44</td>
</tr>
<tr>
<td>90</td>
<td>347.99</td>
<td>345.40</td>
</tr>
</tbody>
</table>
The average heat sink temperature is lower at 90° and 22.5° degrees in elevation than at 45° and 67.5° degrees. At a steep angle similar to 22.5° degrees more heat is being dissipated straight up the chamber causing an increase in the temperature difference between cell and heat sink minimum temperature. A similar effect occurs when the chamber is close to a horizontal position like 90°. This indicates that the conduction and convection is increasing for these elevation angles showing that less heat is being transferred through the heat sink and more to the inside of the chamber. There is an approximate 2% increase in temperature difference between the 22.5° and 90° degree position versus the elevation angles of 45° to 67.5°.

Experimental Results

Figure 53 to Figure 58 show temperature data that was collected from the five different top chambers (T1-T8) on a system in Arizona at a Arizona Public Service solar plant, on July 24, 2002. This was collected over an entire day so that the temperature over that time period could be evaluated. Ambient temperature trends in the American southwest typically show higher temperatures in the evening compared to the morning, which also appear to have an effect on the temperature distribution for the chambers. Figure 53 shows a sudden increase in temperature at approximately 13:40, and could have been caused by an increase in solar insolation (Figure 51), or turning the PV strings off line. If the strings on the system were disconnected from the grid the amount of energy could have been generated would be turned into waste heat.

The temperature probe used to measure ambient temperature at the Arizona Public Service weather station was not measuring the data correctly. The measured data is
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approximately 5-7 degrees less than the actual temperature. A corrected ambient temperature profile has been plotted in Figure 51. This corrected data was verified with the ambient temperature data collected with the thermocouple measurements used in for monitoring the chambers and is shown in Figure 56.

Figure 51. The measured ambient temperature, corrected ambient temperature and Direct Normal Irradiance (DNI) for July 24, 2002.

Figure 54 is a plot of two corner chambers that face each other on two modules next to each other. Some possible reasons for the difference in temperatures may be due
to open air wind speeds and direction on the system. As the wind moves across the back side of the system the air temperature increases as it removes thermal energy. If the temperature of T3 is higher than T2, the air moved across chamber T2 first.

![Elevation Angle Graph](image)

**Figure 52.** Change in elevation angle during the day on July 24, 2002.

Figure 55 shows how chamber temperatures increase from one chamber to another going in the upward direction of the Module. T2 is higher than T5 during most of the day. Temperatures were also monitored on the heat sinks behind the cell and show how high temperature can be at times (Figure 56). T7 lost contact with the heat sink surface in the afternoon and began reading ambient temperature. One other thermocouple, T8, remained in contact with its surface as shown in Figure 56.
Figure 53. Plot of the inner column chamber temperatures; T1 and T4.

Figure 54. Plot of two outer chamber temperatures; T2 and T3.
Figure 55. Two outside module chamber temperatures; T2 and T5.

Figure 56. Two receiver plate temperatures taken behind the cell; T7 and T8.
Figure 57. Chamber air temperatures for two top chambers on the top of one module.

Figure 58. Two different chamber air temperatures at the top of a module.
Figure 57 and Figure 58 illustrate effects similar to Figure 54. T1 was 2-6 degrees higher than T2 for most of the day. In addition to the wind direction having an effect on temperature, the chamber placement on the module can cause variations as well. The outside module chambers have a side surface exposed to the ambient temperature, therefore there is more area to dissipate heat to the environment.

Figure 59. The ambient temperature, corrected ambient temperature, and DNI for July 25, 2002.

The temperature was monitored in the lower chambers of two different modules on July 25, 2002. The ambient temperature and solar insolation for this day is plotted in Figure 59. The weather data plotted in this figure is from the same weather station at the Arizona Public Service solar plant that is shown in Figure 51. The ambient temperature
data for this day is approximately 5-7 K lower than the actual temperature and the corrected data is shown in this plot.

Figure 60. Change in elevation angle during the day on July 25, 2006.

All of the lower chamber measurements are noted with an, “a” at the end of their label. Figure 61 is a plot of a two different module lower inner chambers, T1a and T4a. T1a and T4a data were within a few degrees of each other for most of the day. Similar results were found for T2a and T3a which were two different lower Module chambers as well. The temperature data collected for both T2a and T3a are shown in Figure 62. Figure
Figure 61 and Figure 62 plot may indicate the direction of the air flow across the chambers. T4a data is higher than T1a and T2a in the late afternoon indicating that the air had moved across the module with those chambers before reaching T4a.

![Temperature comparison graph](image)

Figure 61. Comparison of two chamber temperatures; T1a and T4a.

Chamber temperatures, T1a and T2a, for two lower chambers on a different module were plotted together to compare temperature variation over the day. These two chamber temperatures were compared to T3a and T4a chambers to study differences in different chambers based on position on a module. T3a and T4a were plotted together to compare two chambers next to each other. T1a and T2a appear to follow along with the assumption that the air flowed across T1a before reaching T2a because T2a is hotter in the late afternoon. However the data plotted in Figure 65 suggests that the air is flowing in the opposite direction because T3a is higher than T4a during the same time period.
This may be due to the angle of attack of the air on the T3a thermocouple causing a reduction in air flow at this point.

Figure 62. Comparison of two chamber temperatures; T2a and T3a.

Figure 63. Comparison of two lower chamber temperatures T1a and T2a.
Figure 64. Comparison of two lower chamber temperatures $T_{3a}$ and $T_{4a}$.

Figure 65. Comparison of two lower chamber temperatures $T_{3a}$ and $T_{5a}$. 
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T3a and T5a were plotted and compared to illustrate the difference in chamber temperature along the module in the upwards direction. The two chambers had a seven to eight degree difference in temperature over the day as shown in Figure 65. The chamber with thermocouple T5a was located two chambers above T3a.

Thermocouple T7a was located behind the receiver plate behind a cell. At approximately 13:00 the thermocouple lost contact with the receiver plate and began measuring ambient temperature, causing sudden decrease. This data was also plotted with T4a so that the temperature difference between the chamber and heat sink temperature could be compared. Only a short period of time is valuable for this comparison and shows how the heat sink temperature is higher than the chamber, which is expected. Situations where the chamber temperatures are higher than the heat sink indicate poor surface contact and heat dissipation.

Figure 66. Plot of T7a temperature data.
Figure 67. Ambient temperature and DNI for July 19, 2007.

The temperature was monitored with the hot wire anemometer sensors in one lower chamber on July 19, 2007 for eight hours. Each sensor is monitors both air temperature, Cn, and velocity, Vn. Figure 68 and 69 shows the temperature relative to chamber elevation angle. Even though the passive cooling system is dissipating more heat after solar noon because of its position, the temperatures do not decrease because the ambient temperature is increasing. A correlation between the wind speed and temperature was
sought (Figure 70), however nothing was discovered. Although no correlation was found in this study, this does not imply that there is none.

Figure 68. Temperature data for the sensors mounted inside the chamber compared to the ambient temperature and chamber elevation angle.
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Figure 69. Temperature data for the sensors mounted outside the chamber compared to the ambient temperature and chamber elevation angle.

Figure 72 is a comparison plot of the temperatures compared to the DNI including the ambient temperature during the day. As the day approaches solar noon the DNI reaches the peak values but the ambient and chamber temperatures do not reach a peak until the late afternoon (approximately 15:00).
Figure 70. Temperature data from sensors mounted outside of the chamber compared to the wind speed.
Figure 71. Temperature data from sensors mounted inside of the chamber compared to the wind speed.
Figure 72. Cell temperature data compared to the DNI and ambient temperature.

The wind speeds measured in and around the chamber are compared to the weather station anemometer data in Figure 73. None of the measured data around the chamber is
as high as the weather station data but the sensors mounted on the outside of the chamber (V1, V2, V4 and V7) have a closer correlation than the inside temperatures. The measurements taken inside the chamber are low and do not differentiate more than 0.5m/s, which is expected for normal operation.

Figure 73. Measured wind speed data comparison.
CHAPTER 5

FINDINGS OF THE STUDY

Comparing the numerical and experimental results was an important goal for this analysis in order to verify the analytical model results. Heat sink temperature measurements were taken during meteorological conditions that were similar to those simulated in the numerical model. Once the analytical model was verified, it could be used to investigate ways of improving the removal of waste heat.

Figure 74. Numerical and experimental data of the chamber temperatures.
The data for each of the chambers were compared to the results obtained from the numerical analysis. The data displayed in these comparison plots show the Fluent results and experimental data at the same elevation angle. The chamber temperatures are not the same throughout, which is shown in the numerical results and the comparison plots (Figure 74-Figure 77). The experimental results do not vary as much as the numerical ones because the measurements were taken from a single location throughout the day. However, the average experimental chamber air temperature results are within 6% of the numerical ones.

Figure 75. Numerical and experimental data of the chamber temperatures.
Experimental chamber air measurements were close to the numerical ones. However, the cell/receiver plate temperatures were not as close. The cell/receiver plate measurements varied from 0.20%-11.50% lower than the numerical ones as shown in Table 11 and Figure 76 and Figure 77. Part of the deviation occurred because the thermocouples that were used to measure these parameters lost contact with the surface. When good contact was maintained with the heat sink surface variations were within 3%. When contact was lost the temperature difference increased to approximately 10% as shown in Table 11.

![Figure 76. Numerical and experimental data of the cell/receiver plate temperatures.](image-url)
The percent deviation values presented in Table 11 are calculated from the experimental data presented in Figure 74 through Figure 77 with the numerical data obtained from Fluent. The values were calculated using equation (10).

\[
\frac{\text{experimental} - \text{theoretical}}{\text{experimental}} \times 100
\]

(10)

<table>
<thead>
<tr>
<th>Elevation Angle (degrees)</th>
<th>Chamber average</th>
<th>Chamber maximum</th>
<th>Chamber minimum</th>
<th>Chamber Average</th>
<th>Chamber maximum</th>
<th>Chamber minimum</th>
<th>Cell/ Receiver Plate average</th>
<th>Cell/ Receiver Plate maximum</th>
<th>Cell/ Receiver Plate minimum</th>
</tr>
</thead>
<tbody>
<tr>
<td>22.5</td>
<td>-4.4%</td>
<td>-2.3%</td>
<td>-6.7%</td>
<td>-12.7%</td>
<td>-11.2%</td>
<td>-14.0%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>1.3%</td>
<td>4.3%</td>
<td>-2.2%</td>
<td>-3.0%</td>
<td>0.2%</td>
<td>-7.2%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>67.5</td>
<td>-1.0%</td>
<td>3.0%</td>
<td>-2.6%</td>
<td>-5.1%</td>
<td>-3.1%</td>
<td>-7.2%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>67.5</td>
<td>-1.3%</td>
<td>2.7%</td>
<td>-2.7%</td>
<td>-8.5%</td>
<td>-6.1%</td>
<td>-10.9%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>-1.5%</td>
<td>1.8%</td>
<td>-3.1%</td>
<td>-8.1%</td>
<td>-0.2%</td>
<td>-12.1%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22.5</td>
<td>-3.0%</td>
<td>-0.6%</td>
<td>-5.1%</td>
<td>-11.7%</td>
<td>-10.0%</td>
<td>-13.0%</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Some potential reasons these variations between the model and field data are listed:

- Wind speeds—not always zero

The numerical model was simulated for a worst case scenario and assumed the wind speed was zero. If the wind was present at the time the measurement was taken, then the heat sink temperature could have decreased.

- Surface contact not complete

Complete surface contact between the cell package, receiver plate and heat sink is extremely important to have good heat dissipation. If there is not complete contact, it is possible that heat flow could be decreased by these small gaps and be
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unable to dissipate as well to the heat sink. This would decrease the performance of the cells and the heat sink temperature.

- Steady State conditions not always attained

Variations in the flux on the cell can lower the cell temperature thus lowering the cell and receiver plate temperatures. It is common for the sun's irradiance to vary, thus decreasing the power output and the cell and receiver plate temperatures. The model in this study considered the cell temperature to be constant which does not take this effect into consideration.

![Thermocouple not in contact with the surface](image)

Figure 77. Numerical and experimental data of the cell/receiver plate temperatures.
• Tracking error

Variations in tracking can cause variations in the flux on the cell to change. The Amonix HCPV system requires dual axis tracking to generate energy. High concentrating systems require high tracking accuracy, thus making it possible to cause flux variations on the cells, which could cause lower cell/ receiver plate temperatures.

The hot wire anemometer data collected in the field had a 0-11% variation compared to the numerical data (Figure 78 through Figure 85). In the morning when the ambient temperature had not reached 313K, the difference between field data and analytical results were the largest at 11% but as the day progressed this decreased. In the morning, the differences between the results is 2.35% to 10.80% with location C5 as the closest value to the numerical results. These variations were calculated by using equation (10). However as the ambient temperature increases, the variation reduces to an average 2.30% at 67.5° degrees and 1.80% at 22.5° degrees in the afternoon.

Table 12. Difference in temperature between the numerical and experimental data with the hot wire anemometer experiment.

<table>
<thead>
<tr>
<th>Elevation Angle (degrees)</th>
<th>C1</th>
<th>C2</th>
<th>C3</th>
<th>C4</th>
<th>C5</th>
<th>C6</th>
<th>C7</th>
<th>C8</th>
</tr>
</thead>
<tbody>
<tr>
<td>45</td>
<td>-10.8%</td>
<td>-9.9%</td>
<td>-4.1%</td>
<td>-5.7%</td>
<td>-2.5%</td>
<td>-4.3%</td>
<td>-4.3%</td>
<td>-4.3%</td>
</tr>
<tr>
<td>67.5</td>
<td>-10.1%</td>
<td>-8.6%</td>
<td>-1.9%</td>
<td>-4.2%</td>
<td>-2.1%</td>
<td>-3.5%</td>
<td>-2.4%</td>
<td>-3.6%</td>
</tr>
<tr>
<td>67.5</td>
<td>-6.8%</td>
<td>-6.5%</td>
<td>0.3%</td>
<td>-2.3%</td>
<td>-0.8%</td>
<td>-2.2%</td>
<td>0.1%</td>
<td>-1.3%</td>
</tr>
<tr>
<td>45</td>
<td>-4.4%</td>
<td>-5.1%</td>
<td>1.0%</td>
<td>-1.7%</td>
<td>0.9%</td>
<td>-1.4%</td>
<td>-0.8%</td>
<td>-0.9%</td>
</tr>
<tr>
<td>Average</td>
<td>-8.0%</td>
<td>-7.5%</td>
<td>-1.2%</td>
<td>-3.5%</td>
<td>-1.1%</td>
<td>-2.9%</td>
<td>-1.9%</td>
<td>-2.5%</td>
</tr>
</tbody>
</table>
Sensor C1 and C2 had the largest deviation from the Fluent results. These sensors were located on the chamber being on the heat sink and exposed to the climate conditions which might explain the large difference. Figure 73 compares all of the hot wire anemometer data to the open air wind speed data, and shows that V1 and V2 had correlating values which may be part of the reason why there is a discrepancy.

![Graph showing temperature and wind speed data](image)

Figure 78. Numerical and experimental data at location C1.

Figure 78 shows that as the day carried on, the wind speeds measurements for V1 decreased and became more stable while C1 temperatures increased and approached the Fluent values. This shows that even very light winds can have a direct affect upon the
temperatures. The location of the C1 sensor was outside of the chamber, which means it was directly exposed to the wind conditions. V1 and the wind data shown in Figure 78 show a direct correlation.

![Figure 79. Numerical and experimental data at location C2.](image)

C2 is located outside of the chamber similar to C1 causing similar responses to the wind as shown in Figure 79. Although C2 is located outside of the chamber like C1, its location is above the heat sink as shown in Figure 26. From approximately 12:30 to
16:00, V2 does not fluctuate with the wind as much as during the morning which may be caused by the wind's angle of attack. If the wind is contacting the chamber at the right angle, it could cause the heat sink to act as a barrier and reducing the wind effects and the variation between results.

Sensor C3 is located above the top cell and inside the chamber. The results shown in Figure 80 had an approximate average of 1.2% difference compared to the numerical results. The largest variation occurred in the morning before the ambient temperature.
reached 313K with a discrepancy of 4.1% but in the afternoon this reduced to approximately 1.0%. The wind current data inside the chamber (V3) is fairly steady compared to the open air wind speed. It is expected to see little variation in the interior air velocity data because the chamber is almost completely sealed from the outside conditions.

Sensor C4 is located at the tip of the heat sink at the top of the chamber. The average difference between the numerical and experimental data is 3.5%. The variation was

Figure 81. Numerical and experimental data for location C4.
initially 5.7% and decreased to 1.7% at the end of the day. The experimental ambient temperature approached the numerical model's at 313K this variation reduced. The wind speed measurements, V4, had a correlation with the open air wind speeds. In the morning this is more prevalent than the afternoon which may be due to the direction of the wind and its angle of attach on the back of the chamber.

Figure 82. Numerical and experimental data for the location C5.

Having a sensor on the tip of the heat sink was important for analyzing the heat dissipation rate. Although the variation between heat sink results ranged from 1.7% to 5.7%, these results gave a lot of insight to the passive cooling system performance. The air velocity data collected for V4 had a similar response to the open air wind speed as V1
and V2. In addition to having similar responses to the wind speeds the temperature data correlates to the ambient temperature as shown in Figure 81. This similarity is expected considering the location being on the bottom heat sink and on the tip. Heat rises up the chamber and since this is located at the bottom, no heat is rising out of the heat sinks and to the sensor. Thus the effect on the temperature of this sensor due to the passive cooling system and chamber is minimized causing the weather conditions to be the main influence.

![Figure 83. Numerical and experimental data for location C6.](image)
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Sensor C5 V5 was located inside of the chamber on the top surface. Figure 82 is a plot of the temperature and air velocity data collected from the sensor, ambient temperature, wind speed, and Fluent temperature data at that point. This data had less than a 3% difference in temperature values when compared to the numerical model ones. The largest difference between results was in the morning when the ambient temperature had not reached 313K and there was a 2.4% difference. The chamber air velocity is steady throughout most of the day similar to the V3 data. The similarity between V3 and V5 air velocity data is because of their location inside the chamber.

Figure 84. Numerical and experimental data for location C7.
Sensor C6, C7, and C8 data are plotted in Figure 83 through Figure 85. Sensor C6 and C8 were located inside the chamber and showed similar responses to the wind that V3 and V5 did. V7 was located on the outside of the chamber on the end of a heat sink causing it respond to wind conditions. Although V7 was more responsive to the wind than V6 and V8 all three of them had a less than 5% variation from the numerical results.

![Figure 85. Numerical and experimental data for location C8.](image)

Thermal radiation is energy emitted by matter that is at a finite temperature [16]. Part of the heat sink is facing the receiver plate causing radiation exchange heat transfer back to the receiver plate decreasing the energy dissipated to the surroundings. Estimating the amount of energy radiated from the heat sink was needed to determine if a significant...
amount of waste heat is being radiated back to the system. Equation (11) is used to calculate how much energy was being reflected to the receiver plate. The view factors had to be calculated using information provided in Table 13 to compute equation (11). The view factors were calculated for the heat sink with the view factor reciprocity relation [16] to determine the fraction of radiation leaving the surface that is intercepted by another.

Figure 86. Radiation schematic of the passive cooling system.
Table 13. View factors for 2 dimensional geometries [25].

\[ F_{1-2} = \frac{1}{2B} \left[ \frac{1}{(B+C)^2 + 4} \right] \]

\[ B = 0.011 \text{ m} \]

\[ C = 0.14 \text{ m} \]

\[ F_{1-2} = 0.91670 \]

\[ \alpha = 75.5 \text{ degrees} \]

\[ A = 0.0338 \]

\[ F_{2-1} = 0.056 \]

\[ q_i = \sum_{j=1}^{N} A_i F_{ij} \sigma (T_i^4 - T_j^4) \]  

The perimeter of the heat sink used to dissipate heat via radiation is approximately 0.19 meters and out of this total distance 0.05m (25%) is facing the receiver plate. The heat sinks can radiate up to approximately 5% of the total energy being dissipated by the heat sinks to its surroundings by radiation as shown in Table 14. Even though 25% percent of the heat sink surface is facing the receiver plate only about 5% out of the total amount of energy radiated at each elevation angle is reflected back into the receiver plate.

Table 14. Energy radiated out of the heat sink to ambient and back to the receiver plate.

<table>
<thead>
<tr>
<th>Elevation Angle</th>
<th>Energy back into System (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>22.5</td>
<td>3.91%</td>
</tr>
<tr>
<td>45</td>
<td>4.78%</td>
</tr>
<tr>
<td>67.5</td>
<td>4.80%</td>
</tr>
<tr>
<td>90</td>
<td>4.67%</td>
</tr>
</tbody>
</table>
CHAPTER 6

SUMMARY

The results between the experimental data and the numerical model results were compared and analyzed. The chamber air results had an average difference of 3%. This was a fairly close correlation between results, but the cell and plate results were not as accurate, having a variation of less than 7%. The data from when the thermocouples used for measuring the cell and receiver plate lost contact with the surface have not been considered in this variation. All of the temperature values solved for numerically and obtained experimentally correlate with each other. This information offers a understanding for the performance of the passive cooling system and indicate potential areas of improvement.

These results show satisfactory approximation for the air flow inside the chamber. Amonix has estimated that with a four degree decrease in temperature there is a potential increase of 1% annual energy generated. The cell temperature will not be lower than the surrounding air temperature or chamber air temperature. The chamber air temperature is over ten degrees Celsius above the ambient temperature throughout the day. With the air flow information future work could be done on improving this and decreasing the cell temperature. This future work could include ventilation studies so that the chamber temperatures may have less difference throughout the day.
The air flow around the heat sinks is important to understanding the passive cooling systems performance. In the velocity vector plots for each elevation angle, vortexes were developed approximately the same places. Vortexes developed at all of the elevation angles studied between the receiver plate and heat sink as shown in Figure 87. The recirculation of air is a poor heat dissipation area and is a potential area for improvement.

![Figure 87. Plot of computed vortices around passive cooling system.](image)

With the data provided in this study opportunities to improve the passive cooling design have been discovered. Although the heat sinks was the main area under
investigation for this study the chamber showed to have an important role in the heat
dissipation rate as well. The chamber temperatures and air flow information indicate a
potential for improvement.

Recommendations

This study showed some areas for improvement that could be implemented into the
passive cooling system design that would improve the performance and have a minimal
effect on the assembly process.

Figure 88. Image of heat sinks mounted in the back of an Amonix HCPV system in the
horizontal direction.
The velocity vector results that are shown in Figure 28, Figure 33, Figure 37, and Figure 41 have vortices in between the receiver plate and the heat sink. One way to reduce these vortices would be to change the direction of the heat sink from horizontal (Figure 88) to vertical (Figure 89). Then the heat is dissipated out of the heat sinks and receiver plate allowing the surrounding air to heat up and rise with less impedance. Mounting the heat sinks in a vertical direction allows hot air to slide up the back rather than reticulating between the end of the heat sink and the receiver plate.

Figure 89. Image of the heat sinks mounted on the Amonix HCPV system in the vertical direction.
Another way to reduce these vortexes would be to increase the perforation in the sides of the heat sink. The current design is has small holes approximately one eighth of an inch in diameter and approximately six inches apart along the sides. By increasing the amount of holes and or the size of the current ones may decrease the vortexes building up and increase air flow. This potential modification has not been studied yet for optimum hole dimensions, distance apart or a cost analysis and would need to be before any change is made.

Another possible way to increase the amount of waste heat dissipated would be to change the sides of the heat sink so that the amount of energy radiated to the receiver plate is reduced. The sides of the heat sink were straightened so that the 75.5 degree angle is changed to 90 degrees and the bend at the tip is removed.

Current Heat Sink Design          Proposed Heat Sink Design
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Figure 90. Heat Sink Design Comparison

The proposed heat sink design reduces the fraction of radiation leaving heat sink surface to the receiver plate to 0.07133 potentially radiating 78.4% less energy to the receiver plate. This heat sink design has the same base dimensions as the current one. For
the proposed design the same amount of material would be used because the length is the same except there is no extra bending on the sides.

Table 15. View Factor for the new 2 dimensional heat sink design [25]

\[
F_{1,2} = \frac{1}{2} \left( 1 + \frac{1}{\sqrt{1 + H^2}} \right) \quad H = 0.04t \quad (14)
\]

This proposed design has not been investigated and is based on the concept of reducing energy radiated back to the receiver plate and steps in manufacturing. With less bending in the proposed heat sink design there is a potential reduction is costs and at large and small quantities. However this design has not been studied to see if it is a benefit to the over all design and this should be done before any conversion is made. Although the proposed design does radiate less heat to the receiver plate there is an increase in energy radiated from one side of the heat sink the other which might cause an over all decrease in total thermal energy dissipated.

The suggestions described in this study would not have a large impact on Amonix’s current manufacturing process. The first suggestion of changing the heat sink direction has already been implemented into the design and is being tested at the UNLV-CER and Nevada Power Clark Generation Station. Increasing the perforation and modifying the angle have not been implemented and must be investigated before any changes are made. Although not all of these suggestions are implemented they are simple and may cost
effective improvements that would increase the design. Amonix can use these results as a reference for future design studies for increasing performance.
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