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ABSTRACT

Characterization of the Mechanism of Bi-Layer Oxide Growth on
Austenitic Stainless Steels 316L and D9 in Oxygen-controlled
Lead-Bismuth Eutectic (LBE)
by
Daniel J. Koury
Dr. John Farley, Examination Committee Chair

Professor of Physics
University of Nevada, Las Vegas

Lead Bismuth Eutectic (LBE) has been proposed for use in programs for accelerator-
based and reactor-based transmutation of nuclear waste. LBE is a leading candidate
material as a spallation target (in accelerator-based transmutation) and an option for
the sub-critical blanket coolant. The corrosion by LBE of annealed and cold-rolled
316L stainless steels, and the modified austenitic stainless steel alloy D9, has been
studied using Scanning Electron Microscopy (SEM), Electron Probe Micro Analy-
sis (EPMA), and X-ray Photoelectron Spectroscopy (XPS). Exposed and unexposed
samples have been compared and the differences studied. Small amounts of sur-
face contamination are present on the sémples and have been removed by ion-beam
sputtering. The unexposed samples reveal typical stainless steel characteristics: a
‘chromium oxide passivation surface layer and metallic iron and nickel. The exposed
samples show protective iron oxide and chromium oxide growths on the surface. Oxy-
gen takes many forms on the exposed samples, including oxides of iron and chromium,

carbonates, and organic acids from subsequent handling after exposure to LBE. Dif-
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ferent types of surface preparation have lead to considerably different modes of cor-
rosion. The cold-rold samples were resistant to thick oxide growth, having only a
thin (< 1 pum), dense chromium-rich oxide. The annealed 316L and D9 samples de-
veloped thick, bi-layered oxides, the inner layer consisting of chromium-rich oxides
(likely spinel) and the outer layer consisting mostly of iron oxides. The cold-rolled
samples were able to maintain a thin chromium oxide layer because of the surface
work performed on it, as ample diffusion pathways provided an adequate supply of
chromium atoms. The annealed samples grew thick oxides because iron was the pri-
mary diffusant, as there are fewer fast-diffusion pathways and therefore an amount
of chromium insufficient to maintain a chromium based oxide. Even the thick oxide,
however, can prolong the life of a steel in LBE, provided proper oxygen control. The

mechanisms responsible for the differences in the oxidation behaviors are discussed.
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CHAPTER 1

INTRODUCTION

In proposed plans for accelerator-based transmutation of nuclear waste, Lead-
Bismuth Eutectic (LBE) has been proposed for use in the transmuter, where it can
serve two purposes: both as a spallation target (generating source neutrons from
the incident proton beam) and as a blanket coolant (removing heat from fission of
actinides and transmutation of fission products in nuclear waste). In reactor-based
transmutation, LBE can be used as a coolant only.

LBE is a mixture of lead and bismuth in just the right proportions that it con-
stitutes a eutectic. A eutectic is a mixture that has a melting point lower than that
of the constituents. Also, all components in the mixture will crystalize at the same

| temperature if the mixture is at its eutectic point. [1] For LBE the mixture is 45 %
lead and 55 % bismuth, and it has a melting point of 123.5 °C. Figure 1 is the phase
diagram of lead and bismuth mixtures. The eutectic point is at the “V” point near
the diagram center. [2]

The LBE circulates within stainless steel piping and containers. LBE has good
thermal properties and makes a good coolant material. However, it severely corrodes
the stainless steel pipes in which it is contained via direct dissolution. An absolutely
critical question is whether stainless steel walls can be engineered to contain LBE for
sufficient lifetime. It is known that the presence of small amounts of oxygen in such
a system is beneficial in forming a passivation layer that inhibits corrosion. Lead and
its oxides have been studied previously. [3] The general observation in preliminary

studies is that, regardless of the nature of oxide growth, the lifetimes of the steels are
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Figure 1 Phase diagram of lead and bismuth mixtures. The eutectic point is noted
by the arrow. [2]

increased in most instances by at least an order of magnitude (hundreds of hours to
thousands of hours). The ongoing scope of LBE/stainless steel research is to increase
lifetimes so that replacement of steel vessels would not be required for a decade or
two.

Russian scientists [4] have many decades of experience with LBE coolant in their
Alpha-class submarine reactors, having a significant development program and nu-
merous test facilities. They have also performed laboratory studies of the reactions of
LBE with US steels. Los Alamos scientists have reviewed these studies [4], in which.
several US steels [annealed 316L (tube), cold-rolled 316L (rod), T-410 (rod) HT-9
(tube), and D-9 (tube)] and one Russian steel, EP823 (rod), were corrosion-tested.
Los Alamos scientists have built and are operating a medium-scale LBE materials
test loop, DELTA (DEvelopment of Lead-Bismuth Target Applications). A small-
scale test facility is being constructed at UNLV to conduct corrosion experiments in
which LBE (or any other liquid metal coolant) is contained in quartz crucibles, such
that the only exposed steel surfaces are those of the samples.

A variety of steel samples, some exposed to LBE for varying lengths of time




and temperature and some not exposed to LBE, have been examined in as-received
condition. The results reported in this dissertation consist of data taken on the
austenitic phase samples mentioned above: annealed and cold-rolled 316L, and D9
stainless steel samples. The exposed samples were exposed to 2 m/sec flowing LBE
for 1000, 2000, and 3000 h at 460 °C (cold section) and 550 °C (hot section). The
data and analysis reported here focuses on the 550 °C exposures. The total number
of examined samples reported here is twelve — D9, 316L annealed, 316L cold-rolled,
times three exposure times (9), plus one unexposed sample of each (3).

The purpose of this research is to characterize and understand the chemical cor-
rosion mechanism(s) from the initial phase (how a sample begins to corrode) to the

steady state in the LBE environment, including self-healing mechanisms.



CHAPTER 2
STAINLESS STEELS
Introduction

This chapter presents basic synopsis of the science of metallurgy as it pertains to
stainless steels. See Appendix I for a glossary of metallurgical terms relevant to this
discussion and research project.

There are over 10,000 different types of steel, dictated by the purposes for which
they will serve. They all fall into either of two categories, carbon steels (defined
above) or alloy steels.!

- Stainless steels fall under the alloy classification and are the most common steels.
The main components are iron, chromium, and nickel.[5][6] Stainless steels are clas-
sified as ferritic, martensitic, or austenitic, based on alloying components (and the
amounts of each) and their lattice structures. There are two other classifications: du-
plex (ferritic-austenitic mixed phase) and precipitation-hardenable, the latter being
based on the type of heat treatment used, instead of microstructure. The primary
requirement for a steel to be classified as stainless, is that it have a chromium content

greater than or =~ 11.5 % by weight.

Ferritic Steel

Ferritic (o« phase) steels are so-named because they have a body-centered cubic
crystal structure, like that of pure iron at 300 K, and as such, they are ferromagnetic.

Ferritic steels contain 11-30% chromium, and small amounts of austenite-forming

ISome texts designate three classifications - 0-2% carbon steels, 2-11% low-alloy steels, above
11% high-alloy steels.




elements C, N, Ni. They generally don’t have high strength and they are vunerable
to sensitization. As such, chromium carbides form in grain boundaries, reducing the
chromium content at grain edges and impairing corrosion resistance. Carburization
can consume a lot of chromium: one common form of chromium carbide consumes
four to six chromium atoms per carbon atom (Cry3Cs and CrgC). [7] This restricts
fabricability and functional size.

Advantages of using ferritic stainless steels include: low production cost, good re-
sistance to stress-corrosion cracking (SCC) induced by chlorides, and good resistance
to atmospheric oxidation corrosion. Lower chromium (11%) alloys have good weld-
ability and are widely used in automotive exhaust systems. Intermediate chromium
(16-18%) alloys are used for automotive trim and cooking utensils. Higher chromium
(19-30 %) alloys, sometimes denoted superferritics, are used in applications requiring
high oxidation corrosion resistance. Carburization is minimized by the addition of

titanium or niobium, which have higher affinities for forming carbides. [6][8]

Martensitic Steel

Martensitic steels are frozen in a transitional phase between the austenitic and
ferritic phases. This phase takes advantage of cubic crystal distortion to produce
very strong alloys. This is achieved by first heating a ferritic steel until it tfansitions
to the austenitic phase (discussed below). Carbon is much more soluble in 7-iron
(austentite) than it is in a-iron. As a consequence of reaching the austenitic tem-
perature, carbon diffuses into interstitial solid solution. The steel is then rapidly
quenched to prevent carbides from precipitating out of the grains and the a-iron
. phase that would normally reform is greatly deformed. The crystal structure that
forms is body-centered-tetragonal and it is magnetic.

Martensitic stainless steels are very hard and briftle. Their hardness depends

primarily on the carbon content of the alloy, in direct proportion. They are typi-



cally tempered to improve their ductility, at the expense of some hardness. Typical
martensitics have the lowest chromium content of the stainless steels, and relatively
high carbon content, therefore making them the least corrosion resistant class of

stainless steels. [6][8]

Austenitic Steel

Austenitic stainless steels are the most numerous in terms of alloys and usages.
The austenite phase occurs when a bce ferritic steel is heated up to such a temperature
that the crystal phase transitions to fee (900 °C to 1400 °C). By alloying with various
austenitizers, the fcc phase is preserved upon cooling. Nickel (> 7 wt. %) is the
traditional and most popular of these, although a manganese-nitrogen (5 - 20 wt. %
Mn) combination is also fairly common.

Austenitics have a wide range of properties, but in general they have exceptional
ductility and toughness at a wide range of temperatures. They can also be con-
siderably hardened by cold working. Their corrosion resistance also widely varies,
depending on the application, but generally is very good in environments having at-
mosphefic conditions. Molybdenum is added to some alloys (316 and 317) to heighten
corrosion resistance in chloride environments. [6](8]

The austenitic alloys in this report have a chromium content of 14.00-18.00 %
by weight. They also contain nickel (10.00-14.00 % by weight), whereas martensitic
and ferritic steels do not. The added nickel helps to stabilize the austenitic phase
and also makes them especially corrosion resistant. [9][10] They are most useful for
constructing instruments because of their toughness, ductility, and resistance to cor-
rosion. Austenitic steels comprise the 200 and 300 series of stainless steels, including
316 and 316L. Of the 300 series, 316 is most resistive to corrosion attacks. [5][6] It
has been reported that austenitic steels have higher oxidation resistance in LBE due

to their relatively high chromium content. [11]



Surface Work

One key interest in this research is the surface preparation differentiation between
the two 316L steels and the D9 steel. All three underwent different surface treatments.
Even in the case of exact composition, as with the 316L steels, markedly different
corrosion patterns emerge. In a study by Sencer et al., an annealed 316L sample was
shot-peened (a form of cold working) and corrosion tested in flowing LBE. Drastic
differences in the nature of the corrosion between the treated and untreated samples
were observed (discussed in Chapter 6 - Other Studies). [12]

An annealed metal will have large, well-defined grains and, therefore, fewer grain
boundary surfaces. A fully annealed steel consists of ferrite with dissolved carbides.
A cold worked metal will have deformed grains and take on a martensitic structure.
In the process of cold-rolling the steel is passed through rollers that provide the plastic
deformation force in a very contrQlled and homogenous way. When external forces
induce internal stresses the metal is hardened. This happens due to dislocations in the
métal that occur when forced slip processes interfere with each other. Cold-working
can also reduce grain size by splitting grains. This is an internal mechanism of stress
relief. This is known as Hall-Petch (or Petch-Hall) hardening, which is demonstrated
by a relationship betweeﬁ grain size and the yield point of a material:

ky
Oyzao—f——\/—a,

where oy is a starting stress for dislocation movement constant for the material of in-

(2.1)

terest, k, is a fitting parameter that is specific to the material, d is the average grain
diameter, and o, is the yield stress. [13] As a result of grain splitting more grain
boundary surface area is created. It is suggested that by generating surface com-
pressive stress, induced by cold working, cracking is greatly inhibited and chromium
diffusion is enhanced. [12][14][15][16] It has been established in the literature that

surface texture from finer grains [17] as well as the presence of more grain boundaries
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and other diffusion shortcuts provide conditions conducive to a chromium-rich oxide

layer. [18]
Surface Work Performed On Samples

In this study the history of the stainless steel samples is not entirely known.
Namely, information on how the samples were prepared (especially surface treatment)
is vague. What is known is that there are two types of surface preparation involved
with the 316L samples: cold-rolling and annealing. The surfaces of both are quite
different: the annealed sufface is rough (possibly from a pickling process) and the
cold-rolled is somewhat smooth, having lateral striations that could likely be from
the rollers in the cold working process.

The D9 sample was annealed and polished, presumably mechanically and aided by
a chemical etchant, as it has a shiny appearance to the naked eye. Polishing tends to
increase corrosion resistance, as volatile surface contaminants (e.g., sulfur, chlorine)

get removed. [§]



CHAPTER 3

SAMPLE PREPARATION
Introduction

The 316L and D9 samples studied and reported on here were among a batch
of steel samples corrosion-tested by scientists at the Institute of Physics and Power
Engineering (IPPE) in Obninsk, Russia, under contract to Los Alamos National Lab-
oratory (LANL). The samples were inserted in IPPE’s CU-1M non-isothermal LBE
loop for time intervals of 1000, 2000, and 3000 hours at temperatures of 460 °C and
550 °C. The 1000h and 3000 h samples were inserted initially, and after 1000 hours the
1000 h samples were removed and the 2000 h samples were inserted for the remain-
ing 2000 hours. This method of inserting the samples gives reason for some caution,
as the 2000 h samples may not have experienced the same initial conditions as the
1000 and 3000 h samples. Indeed, the 2000 h samples did exhibit somewhat different
behavior compared to t»he 1000 and 3000 h samples (SEM results in Chapter 7 show
some discrepancies). The oxygen level in the LBE was maintained at 30-50 ppb.

The samples were received in “as-is” condition. The 316L annealed samples were
tubes 8 mm in diameter (6 mm ID), and the cold-rolled samples were rods 8 mm
diameter. The D9 samples were tubes 6 mm in diameter (5 mm ID). All samples
were roughly 10 cm in length upon receipt.

It needs to be noted also that the difference between 316 and 316L is carbon
content. The “L” in 316L stands for “low carbon”. In 316 the carbon content is 0.08
% (by weight) while in 316L it is 0.02 - 0.04 %. See Table 1 for the full compositions

of the stainless steels in this research.



Stainless steel alloy D9 is a swell resistant, 15Cr-15Ni- 2.2Mo-Ti austenitic grade
steel, similar to 316L, having a slightly higher nickel to chromium ratio (1 to 1) and
0.30 % wt. titanium. The added titanium amounts to a multiple of the carbon
content and serves to form TiC precipitates. The precipitates introduce voids and
dislocations to the austenite matrix. The voids provide sinks for point defects induced

by radiation, which often occur in applications involving high energy particle fluxes.

[19][20][21][22][23][24][25]

Material | Fe Cr | Ni | Si | Mo |Mn| C other

316L 66.12 | 17.3 11211035231 1.8 | 0.02
D9 [19] 65.96 | 13.5] 1551 0.75 | 2.0 | 2.0 | 0.04 | 0.25 Ti
D9 [20] 684 |13.6(13.6 0.8 | 1.11} 2.1 | 0.04 0.31 Ti

Table 1 Steel compositions in weight percent.

Cutting

Preparing a sample for SEM examination involved several steps. For face-on
examination of the outer surface, the only step is to cut the sample to a reasonable
size. Anywhere from a few millimeters to a few centimeters per side is sufficient to
fit on the SEM stage. The cutting tool was a Buehler Isomet™4000 Linear Precision
Saw. Using an Isocut Wafering Blade at 3000 RPM, samples are cut with a feed rate

of 5 mm/min.

Grinding and Polishing

For cross-section examination, several more steps after sectioning are needed. Af-
ter cutting, the sample is placed edge on in a 1.25 inch diameter cup, with the freshly
cut face downward. Then a slow-curing resin epoxy is poured into the cup. The

epoxy used was Epothin Low Viscosity Epoxy from Buehler. Average cure time for

10



this epoxy is about 18 hours. In general, the slower the curing process, the less
shrinkage and the better edge retention. Also, since conductivity is imperative, a
conductive filler, composed of powdered nickel and graphite, is added to the resin in
the mixing phase. Once the sample is completely cured, it can be removed from the
molding cup and is ready for grinding/polishing. [26]

The grinding and polishing phase has several steps within itself. The grind-
ing/polishing wheel utilized in this work is the the Beta Grinder/Polisher with the
Vector power head from Buehler. The first 5 stages are grinding stages and are
performed with silicon carbide sandpaper discs of 240, 320, 400, 600, 800 grits, re-
spectively. Each grinding step (grit) is done for duration of 30 seconds at a force
of 5 1b per sample. In short, the theory behind this process is that each grinding
phase removes the damage from the grit before it, while doing less damage each time.
After the 800 grit grinding step, polishing commences. For our samples, we had two
polishing stages: 3 micron MetaDi Diamond Suspension on Textmet (napless chemo-
textile polishing pad), and 0.05 micron MasterPrep Alumina Polishing Suspension on
Chemomet (polishing cloth). All the products in the polishing stage are also from
Buehler. The two polishing stages are done for 2 minutes each, although we have
found that running the last phase for as many as ten minutes helps to reveal grain
structure on the highly polished plane. [26]

It is important to note that, in between every grinding/polishing phase, the sam-
“ples are removed from their holders and cleaned. Ideally the cleaning process involves
a thorough rinse with distilled water, cleaning with ethanol and a cotton ball, and
several minutes in an ultrasonic bath to removed ingrained particles. The rigorous
cleaning tasks are vital so as to not contaminate a less damaging grit/polish with
particles of larger size. The epoxy is soft compared to silicon carbide, diamond, and

alumina so those type of particles can easily embed themselves into the epoxy. [26]

11



Cleaning

Once cut, steel samples were cleaned with methanol and, in some cases, placed
in an ultrasonic bath for five minutes. The purpose of cleaning was to remove any

contamination from cutting products as well as incidental handling.

Figure 2 Cross-section view of surface contamination on a sample (not to scale).

The methanol and ultrasonic bath proved to be adequate cleaning for SEM analy-
sis but not for XPS analysis. This is because, as previously mentioned, XPS analysis
is highly surface sensitive. Therefore, surface contamination is more prominent. Deal-

ing with surface contamination issues with XPS is discussed in Chapter 8.

12



CHAPTER 4
ANALYTICAL TECHNIQUES

Introduction

In our studies, we employed scanning electron microscopy (SEM), in which a high
voltage focused electron beam strikes a solid sample and either backscatter or cause
secondary electron emission, which are detected to construct an image. The incident
electrons also cause fluorescence in the x-ray spectral region (see Figure 3). The X-
rays are characteristic of the kind of atom and can be analyzed by energy dispersive
x-ray (EDX) spectroscopy. This instrument is capable of measuring elements from
boron (Z = 5) through uranium (Z = 92), mapping the elemental composition as a
function of pdsition. EDX has the advantage that it is quick and easy to use.

In addition to SEM, Electron Probe Microanalysis (EPMA) was utilized. An
electron beam of the same nature as that in SEM and x-rays produced are analyzed.
" The key difference between EDX and EPMA is the x-ray detection method. In EPMA
the technique of Wavelength Dispersive Spectroscopy (WDS) is applied. WDS has
the great advantage over EDX in that it has superior spectral resolution and lower
detection limits. This will be discussed later.

We have also performed x-ray photoelectron spectroscopy (XPS). XPS utilizes
mono-energetic x-rays to irradiate a surface and eject electrons which are detected
and analyzed (see Figure 4). XPS is a much more surface sensitive technique, looking

at only the first several layers of atoms. Both techniques are described below.
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Scanning Electron Microscopy/Energy Dispersive Spectroscopy

Scanning Electron Microscopy uses 10-20 keV electrons to probe an object and
resolve an image by detecting scattered electrons. The function of SEM is very similar
to that of an optical microscope, in which photons are focused on an object by means
of a series of lenses such that a magnified image of the object is observed through an
eyepiece (Figure 5).

The resolution of an optical microscope, or compound light microscope, is limited
by the wavelength of the photons used. The Rayleigh criterion for just-resolvable

images defines limit of lateral resolution to a reasonable accuracy:

1.22)
Tomin = f N (4.1)

where f is the focal length of the objective, A is the wavelength of light used, and D is

D

the diameter of the lens. For most objective lenses, the ratio 7

is about 1.2, making
Tmin =~ A. That means that the resolution of a microscope is approximately equal
to the wavelength of light used. For white light, one can achieve resolutions on the

order of hundreds of nanometers. In the case of the SEM, the formula is the same
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except that the wavelength of the electrons is much smaller and varies depending on
the energy of the accelerated electrons. Using the de Broglie relationship: [28]

h
A= (4.2)
2mE

where h is Planck’s constant, m is the particle mass (electron mass), and E is the ki-
netic energy of the electrons, the de Broglie wavelength of the electrons can be found.
For this research the SEM anode was set to 15 kV, accelerating the electrons to an
energy of about 15 keV and therefore, having de Broglie wavelengths of 107!! m. This
wavelength will, in theory, allow resolution of objects on that same order, with proper
magnification. However, real SEM resolution is not that good because of lens aber-
rations, space charge, mechanical vibrations, electrical noise, finite conductivity, etc.
Nonetheless, such high resolution was not necessary in our research since the small-
est objects we needed to resolve were conglomerates on the order of several hundred .
nanometers in size. The electrons are focused by means of current loop magnets onto
a surface and either get elastically backscattered, or they collide inelastically with
electrons bound to the solid, causing a bulk electron to be ejected as a secondary

electron. Either kind of electrons can be detected and used for imaging. Imaging
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Figure 5 A comparison of the components of an electron microscope (a) and a com-
pound light microscope (b). [27]

works similarly to a television: the images are projected on to a fluorescent screen
and different fluorescence intensities dictate whether a particular electron came from
a high location (bright spot) or a low location. The sample has to be conducting to
avoid local charge buildup and distorted imaging. All of the samples examined were
.steel, and conductivity proved to be substantial. In the case of poor conductivity,
samples have to be either gold or carbon coated as part of their preparation before
examination.

As a result of the electrons bombarding a surface, x-rays are emitted with energies
characteristic of the elements present in the sample. In a process labeled EDX (Energy
Dispersive X-ray), x-ray photons emitted from the sample are detected by a Lithium-
drifted Silicon, or Si(Li) detector. Lithium-drifted silicon is made to imitate pure
semiconducting silicon, as naturally occurring silicon tends to have impurities that
can cause adverse affects. In a process derived by Pell [29] (as cited in [30]), the
surface of a p-type silicon is exposed to lithium, which diffuses into the silicon matrix

and forms a small p-n junction. [31] At the junction boundary is a thin “intrinsic”
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semiconductor region, on the order of a few microns in thickness. When a reverse
bias electric field is applied to the junction, however, the intrinsic region is expanded
up to the millimeter scale. By removing the p-type components it becomes a suitable
detector material. It is notable that lithium is quite mobile at room temperature, due
to the presence of the applied electric field. Therefore Si(Li) detectors are operated
at a 77 K, the temperature of liquid nitrogen, to reduce the number of thermally
generated carriers. [30]

When a x-ray photon hits a Si(Li) detector it causes the emission of a photoelec-
tron, which in turn will create electron-hole pairs. Since the detector has an electric
field across it, the holes and pairs are swept apart to either end and are registered
as an electric pulse. The number of hole-pairs, and therefore the size of the current
pulse, is proportional to the energy of the incident x-ray photons. Accordingly, a
x-ray spectrum of the elemental composition of the material being examined can be
constructed. Peaks emerge from these plots that can be identified with tables or with
software. Part of the EDX detector is a multi-channel analyzer (MCA), which is used
to collect pulses from different spectral energy windows. As such, a whole spectrum
can be acquired at the same time, thereby significantly reducing the collection time
typical of traditional scanning type spectrometers.

The x-rays being aﬁalyzed come from the area being imaged, so elemental com-
position can be determined as a function of location on the sample. EDX does not
provide information about the chemical state of each element.

The depth that incident electrons penetrate depends on atomic number, the en-
ergy of the incident electrons, and the density of the object. Many explanations of
electron penetration depth are described in the literature, including a simple equation

developed by Kanaya and Okayama: [32]

0.0276A ) 67

Zo.sgp 0o > (4'3)

Ryo(pm) =
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where A is the atomic weight in g/mol, Z is the atomic number, p is the density in
g/cm?®, Ey is the beam energy in keV, and Rk is the Kanaya-Okayama range. For the
15 keV beam energy used in this study, at normal incidence to a piece of iron (Z = 26,
A = 55.847 g/mol, p = 7.87 g/cm?), one calculates Rxo = 0.992 um ~ 1 pm. The
-scale of such a depth also manifests itself in all 3 dimensions, namely, the electrons
also tend to scatter about a “bulb” shape of roughly the same diameter as the pen-
etration depth. Figure 6 shows a Monte Carlo simulation of electron trajectories

in iron from an incident beam of electrons. As a benefit of such a large volume,

Figure 6 Monte Carlo simulation of the electron trajectories/interaction volume in
iron from a 20 keV electron beam (Rgo =~ 1.6 um). [30]

EDX sees through the surface (first few atomic layers) which often contains unwanted
contaminants. Even with no demanding sample preparation, EDX will provide infor-
mation preferentially about the bulk rather than the surface. However, x-ray energy
resolution is limited (see below).

Energy resolution in EDX is given by

AE « /(C?E + N?) (4.4)

where AFE is the full width, half maximum (FWHM) of the peak (eV), E is the x-

ray photon energy (eV), N is the broadening contribution from electronic noise which
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arises in the the amplification process. C'is the uncertainty in the formation of charge

carriers in the Si(Li) detector, given by
C = 2.35\/(F) (4.5)

where F is known as the Fano factor (approximately 0.1 for silicon) and ¢ is the
amount of photon energy absorbed by each silicon ion (¢ = 3.8 eV for silicon), {30][33]
and therefore has a value of C? = 2.1 eV. It can be seen from equation 4.4 that the
FWHM for a given peak is very broad, due mostly to the energy-dependence. Even if
the contribution from noise were completely elimated, AFE is still significantly broad.

Figure 7 shows a plot of AF vs. x-ray energy, in the absence of electronic noise.
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| Figure 7 EDX FWHM energy resolution in the absence of electronic noise. For refer-
ence, AEr, ko = 116 €V.

Two major problems with poor resolution in EDX is peak overlap between ele-
ments, or overlap between different peaks of the same element, and detection difficul-

ties of trace elements and/or weak signals of minor peaks. These issues are greatly
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diminished in WDS (see below).

One more feature combines imagining with elemental analysis. Elemental mapping
allows users to create images for designated elements for a given area of interest. The
utility of this technique is obvious: determination where elements are concentrated
in an area and their relative concentrations (qualitative). Elemental mapping can be
done with EDX or WDS. To create maps, energy windows for elements of interest
are defined in the SEM /EPMA software, and then x-ray fluorescence counts for those
given energies are plotted as a function of location, as the electron beam scans over the
sample. The spatial resolution of EDX or WDS maps are limited to the dimensions -
of the interaction volume, discussed above. Such a limited resolution is remarkable
considering that the incident electroné have a beam width on the order of nanometers.
In Transmission Electron Microscopy (TEM) samples are prepared extremely thin, on
the order of 100 nm. Having such a small volume prevents numerous electron/atom

scattering events, thereby allowing much better EDX resolution.

Electron Probe MicroAnalysis/Wavelength Dispersive Spectroscopy

Electron Probe MicroAnalysis (EPMA) is basically the same as the SEM/EDX
techniques mentioned above, with the major difference being the method of charac-
teristic x-ray detection. In WDS various crystals are used to disperse x-rays via Bragg
diffraction. Full spectra are constructed sequentially by several crystals, as opposed
to EDX where an entire spectrum is acquired at once. Different crystals are needed
as each can only disperse over a certain range of x-ray wavelengths, and resolution
depends on the given crystal. Nonetheless, even the poorest resolution of any WDS
crystal is many times better than EDX (Figures 8 and 9). An order of magnitude
better resolution is possible with some crystals. With such better resolution, trace
elements can be identified and quantified in many cases. The primary use of WDS is

quantitative analysis. A typical WDS system is sensitive to tens of parts per million.
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Figure 8 Overlapping EDX and WDS (LDEI crystal) spectra on an oxide layer of D9.
Resolution differences are clearly evident.

In this work WDS was used to perform quantitative linescans. Quantitative lines-
cans are performed by rastering the electron beam along a series of points, with a
step size of about 0.5 um, whose coordinates are user-defined. Characteristic x-rays
are analyzed quantitatively as a function of those coordinates.

Disadvantages of WDS are that measuring x-ray wavelengths is time consuming
and characteristic peaks have to be anticipated. Because of the ease of use, EDX is
often used in conjunction with WDS to first determine which elements are present in

a sample.

X-ray Photoelectron Spectroscopy

Emission of electrons from the surfaces of materials induced by either a photon
or another electron is one of the most successful ways of learning about composition,

structure, and bonding at surfaces on an atomic and molecular scale. [28]
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Figure 9 Overlapping EDX (gray) and WDS (black) (LiF crystal) spectra on bulk D9.
Superior WDS resolution allows identification of manganese Ko peak in the presence
of chromium Kg.

The XPS instrument used in this research is a Surface Science Instruments model
SSX-100 which has been fitted with a Nonsequitur Technologies Model 1401 ion gun
for sputtering.

In x-ray photoelectron spectroscopy (XPS), electrons are photo-emitted from
atomic core levels by use of mono-energetic (1.486 keV) x-rays. The x-ray source
consists of an aluminum anode, where Al K, photons are produced by electron beam
bombardment of an aluminum target. The x-rays excite atomic core electrons on the

sample, causing them to eject into vacuum with kinetic energies of
KE =hv — Ey — ¢ (4.6)

where hv is the energy of the incident x-ray photons, Fj is the binding energy of the

ejected electron, and ¢, is the spectrometer work function. [34] The electrons are
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detected and their energies analyzed. A spectrum is plotted of electron counts per
energy interval as a function of kinetic energy. Similar to SEM/EDX, these electron
kinetic energies are characteristic of the elements present: each element has its own
unique spectrum. In a material composed of more than one constituent, the sum of
the peaks from each element comprises the overall spectrum.

XPS has a few of its own advantages that makes it a unique and powerful method
for analyzing materials. One of those advantages is its surface sensitivity. Even
though x-rays can penetrate several microns deep into a material, the electrons that
are analyzed come from just the top few atomic layers. This is because the inelastic
mean free path of the electrons in a solid is very small, so only atoms near the
surface emit electrons that can escape elastically. The inelastically scattered electrons
contribute to the background. Therefore, XPS will provide data on just the top few
atomic layers at the surface. According to the universal curve (Figure 10), electrons
with kinetic energies of 1-2 keV will have inelastic mean free paths (IMFP) of a few
nanometers.

In XPS, core holes are créated that can be filled by two processes: a direct (radia-
tive) or indirect (non-radiative, known as Auger) process. In the radiative process,
the vacancy (hole) is filled by an outer shell electron. In the relaxation process, an
outer shell electron falls into this hole, releasing its energy in the form of a photon. In
the second, non-radiative process, the excess energy from the relaxation of the atom
is transferred to another atomic electron, which is ejected. This process is called the
Auger Effect. Like photoelectrons, Auger electrons serve as a means of elemental
fingerprinting and show up as peaks in XPS scans. The emission of an Auger electron
occurs about 1071 s after the photoelectric emission, and the kinetic energy of an
Auger electron is independent of the initial state of ionization. [35] In most cases,

depending on the binding energy, the Auger transition rate is faster than the radiative
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Figure 10 The mean free path of electrons in different solids as a function of kinetic
energy. [28]

rate and therefore is more probable. [36] Auger peaks appear in the spectra taken in
this work, however, they were not analyzed.

XPS analyzer resolutions are in the range of 0.7 - 1.4 eV. Such resolutions are
sufficient to discriminate various peak shapes characteristic of the type of material
(conductor/insulator) being irradiated and local charge (chemical state) of the ele-
ments in the material. [37] This allows tracking of oxidation states of elements at
the surface. Even though XPS probes binding energies in the range of inner core
electrons, those energies shift as a result of changes in the chemical environment and
_the shift can be detected. The shifts in energy are related to charge transfer in outer
electron levels and final state effects. An electrically neutral element becomes oxi-
dized by losing electrons, leaving it with a net positive charge. This causes electrons
to be more tightly bound due to less charge shielding. In the case of oxidation, where

an element has lost electrons, a shift to higher binding energy is observed. The degree
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of oxidation is then determined by the amount of peak shift. Oxidation is discussed
in Chapter 5.

The XPS apparatus we used also had an ion beam milling (also known as ion
sputtering) device attached to it. With the device, a beam of Ar™ ions can be formed
and focused onto a material (= 30° to the normal) for surface ablation. This allows

for performing sputter depth profiling (SDP) (Figure 11).

Ar+ions Electrons

Figure 11 (a) lon Milling of the surface of a sample. (b) X-ray analysis of an ablated
surface.

Though the sputter rate is not trivial to determine, it can be approximated. A
good approximate measure to sputter rates can be found by inserting chips of silicon
with an oxidized surface of known depth. Sputter rates for various oxides were mea-
sured by Engelhard et al. and their results are shown in Table 2. [38] By sputtering
for short time intervals and taking x-ray data while watching for elemental peaks to
change, a rate can be determined once the oxide layer is penetrated. Sputtering for
short amounts of time (5 - 10 sec) can be done to clear away surface contaminants,

while sputtering for longer times (30 - 300 sec) will etch deeper into the bulk. Milling
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Oxide | Thickness | Ratio
(A) to 8102

Fe,O4 328 0.60

Cry03 685 0.49

Table 2 Ratio of sputter rates of Fe;O3 and CryO3 to SiO9 with an Ar™ ion beam at
an incident angle of 45°. [38]

for increased time intervals can be executed, with XPS survey scans and high res-
olution elemental scans performed at each interval. This allows for elemental and
chemical mapping as a function of depth. By subtracting the background via the
~ method of Shirley [39], measuring the area of pertinent peaks in XPS hi-res spectra,
and multiplying that value by an appropriate atomic sensitivity factor, approximate
atom percentages of elements in a material can be measured. Performing this quan-
titative technique with ion ﬁlilling intervals is sputter depth profiling (SDP). The
information obtained should be in agreement with WDS linescans mentioned previ-
ously (after conversion to weight percent). Similar to SDP, one can track oxidation
states of important elements as function of depth. The data contained within a SPD
set includes peak energies which can shift with depth: for example, iron typically
shifts from higher energy (oxidized) to lower energy (metallic) as the oxide layer of
a piece of iron is sputtered through. This information is very useful in determin-
ing whether an element present in oxide layers is simply a metallic alloy diffusant
suspended in the oxide matrix, or it is an actual constituent of the oxide matrix.
Some undesirable effects occur from sputtering a surface with ions, resulting in
changes in the target material. Some of these effects include implantation of incident
ions, changes in lattice structure, and, most importantly, chemical changes. [40] Ions
intermixing with a target obviously change the composition of a material. [41] Chem-

ical changes can appear in the form of oxidation shifts from creation or destruction of
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chemical bonds. [40] Although argon can be used to bombard the sample, oxidation
because of elevated oxygen partial pressures can occur. Stimulated oxide growth by
this method usually increases sputter times. [42]

The effects mentioned above do not necessarily dominate the XPS/SDP environ-
ment. Nevertheless, when interpreting XPS/SDP data, they need to be considered,

especially as sputtering time is increased.
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CHAPTER 5
CORROSION THEORY
Introduction

The corrosion mechanism of the LBE/steel system is not completely understood.
Experiments have been carried out and theoretical models have been developed to
help to understand the thermodynamics and kinetics entailed in such an environ-
ment. There are ideas about preserving the steel surfaces and models describing the
LBE/steel chemical behavior. Thus far, models agree with experiments to the extent
that short-term predictions can be made about the longevity of various steels and

needs for future maintenance.

Oxide Thermodynamics

The chemical processes that occur in oxidation can be predicted by thermody-
namics. Thermodynamics dictates whether or not a particular reaction can occur.
The rate at which a system changes is dictated by kinetics, which will be discussed
later.

The thermodynamic quantity G, the Gibb’s Free Energy, and its properties are
at the core of the theoreticai machinery describing chemical reactions. It is AG that
can be measured. Any system that can lower its Gibbs Free Energy via chemical
reaction at a given temperature and pressure will do so for a spontaneous reaction.
The total Gibbs Free Energies of the reaction products must be lower than that of the
reactants, and thus AG < 0. The application of this principle is universal throughout
chemistry, though the focus of this discussion will be on the Gibbs Free energies of a

metal or metallic alloy with oxygen.
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The change in Gibb’s Free Energy can be determined in several ways. One way
is from the thermodynamic relationship, derived from the second law of thermody-
namics, involving enthalpy (H), entropy (.5), and temperature (T') of an isothermal,

isochoric system. For temperatures above 298 K, where temperature is constant,
AG =AH - TAS. (5.1)

The changes in enthalpy and entropy for many reactions are tabulated in a large
number of texts.

Another way to determine AG in a reaction (isothermal, isobaric),
5
aM + 502 — MaOg
is by considering how it relates to the equilibrium constant, K, given by

K — _624_9__, (5.2)
a B2 .
Aplo,

where apno, a%;, and ag/f are the chemical activities of the metal oxide, the metal,

and oxygen, respectively. The relationship between AG® (standard Gibbs free energy
change) and K is
—AG® = RTInK. (5.3)

The negative sign provides a positive value for spontaneous reactions. Substituting

equation 5.2 into equation 5.3 gives
o 5
—AG® = RT(Inayo — alnay — 5111@02)- (5.4)
This relationship can be expressed in terms of the chemical potentials such that
AGP = A A ﬁA
- = Ao — by = S Aoy, (5.5)

as Ap; = RT'Ina; is defined as the change chemical potential, u, of species 4 from its

standard state. When a chemical species is pure, meaning there are no other elements
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mixed with it, it has a maximum chemical activity equal to one. This is defined to be
standard state. Therefore when a metal alloy (meaning the metal is not pure, such

as in the case of steel) is in contact with pure oxide, then equation 5.5 becomes
o _ o p
—AG® = —alAppy — é—A,u,OQ. (5.6)

Other such simplifications of equation 5.5 can easily be made by ass{lming maximum
activity of any of the species involved. It follows from the nature of spontaneous
reactions that Ay < 0. [43]

To discuss the activity, a, of a substance, 7, in order to relate it to an observable,

for an ideal vapor it can be shown that

i

=0 5.7
fo (5:7)

a;

where p; is the partial vapor pressure of solute ¢ and p} is the vapor pressure of pure
substance i. It can be seen here that a; — 1 as p; — p}. [1] This relationship, when
substituted into equation 5.4, provides a relationship between the Gibbs free energy

change of a system and pressures,
S _ g
—AG® = RT(Inppyo — alnpy — 5 Inpo,), (5.8)

where the pure vapor pressures (p}) of each are taken to be 1 atm, which also accounts
for the apparent problem of units inside the natural log. The pressures shown in
equation 5.8 are dimensionless.

The thermodynamics discussed above is very useful when a pure metal and its
pure oxide are in intimate contact. The oxygen pressure developed in such a system is
conventionally designated the dissociation pressure (po,) and, for a given temperature,

obeys the equation‘
AG7 = 5,
_ B
= §RT1np02. (6.9)
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A convenient graphical representation the relationship between free energy and partial
oxygen pressure for metals and their corresponding oxides is the Ellingﬁam Diagram
(Figure 12). Drawing a line from the “O” in the upper left corner to the intersection
of the AG® curve and desired temperature will determine the equilibrium oxygen
partial pressure at which a given metal will oxidize when the line is extrapolated to
the “Pp,” scale on the right side of the diagram. If AG® for a certain metal is above
a particular Pp, line, that means the oxygen partial pressure is too low to form an
oxide, and any oxide of that metal already present will be reduced. Conversely, if
- AG® falls below the Pp, line, the metal will continually oxidize. [44] This is the
idea behind the “sacrificial anode” process: if a metal of a smaller |AG®| is placed
~in contact with an oxide of greater |AG®|, then the latter will be reduced in favor of
the oxide of the previous. The processes of oxidation and reduction are discussed in

the next section.

Reduction/Oxidation Reactions

In a typical oxidation corrosion environment, an electrochemical process resem-
bles a galvanic cell, an electrochemical cell which operates a spontaneous reduction-
oxidation (redox) reaction, in which reacting species exchange electrons to form prod-
ucts. In a redox reaction, one of the reactants is oxidized, meaning thaﬁ it gives up
electrons, increasing its oxidation number. The other reactant is reduced, meaning
that it accepts electrons, decreasing its oxidation number. The species is oxidized by
an oxidizing agent, which itself is the reduced species. The oxidized species is the
reducing agent. [1] |

Consider two representative elements, A and B. The chemical equation repre-
senting the sum of reduction and oxidation half-reactions, in which electrons appear

explicitly, are written as
A(s) — A™ +me” (5.10)
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B™ +ne~ — B(s) (5.11)

where m and n are the oxidation numbers. The net equation is just the sum of the

two, properly balanced so that electrons cancel and charge is conserved.

nA(s) + mB"" — nA™ + mB(s) (5.12)

In this redox reaction, element A is oxidized and is the reducing agent, while element

B is reduced and is the oxidizing agent.

Dry Oxidation

When a clean stainless steel surface is exposed to air in atmospheric conditions,
it immediately begins to form an oxide layer. It forms because of the influence of an
electric field, which is described quantum meéhanically by the Cabrera-Mott theory.
The concepts of the theory are: oxygen atoms adsorb to the surface, electrons from
the metal pass through the thin oxide film already present, and the oxygen atoms
become anions by capturing the electrons. This process creates a strong electric
field across the film, on the order of 10° V/cm, for films roughly 10 nm thick. The
electric field is responsible for driving metal cations through the oxide. Film growth
is ultimately restricted by the limited range of electrons available by tunneling or
thermionic emission. [46] According to the theory for thin oxides, the growth of the
oxide has the inverse logarithmic form

1
% =i~ Celnt, (5.13)

where X is the thickness of the oxide as a function of ¢. [47][48]
Aqueous Corrosion

One of the most common forms of corrosion is aqueous corrosion. Aqueous cor-
rosion can occur in many forms. For all types of aqueous corrosion, it is well known

that the process proceeds by an electrochemical mechanism. An anodic and cathodic
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reaction must occur, very similar to that of an electrochemical cell. Oxidation takes
place at the anodic site, while reduction takes place at the cathodfc site. At the an-
odic site, material is lost to oxidized ion dissolution and redeposited, after forming a
solid oxide, at the cathodic site. These two reactions must take place simultaneously,
as the electrons gained in the reduction process are provided by the oxidation process.
If the electrons from oxidation cannot be consumed, the anodic reaction does not take
place.

One familiar form of this type of corrosion is the oxidation of iron alloys, or
rusting. The fact that iron prefers to exist in its oxidized form is a major nuisance in
the industrial world. Rust corrosion in the United States alone costs $276 billion per
year. [49]

A piece of iron with water on it exposed to atmosphere serves as a good example
of rusting. In the scenario, iron atoms on the surface of the metal in contact with the

water serves as the anodic site. The iron is oxidized (ionized) in the following fashion
Fe(s) — Fe*t 4 2¢”. (5.14)

The surface of the water in contact with atmosphere serves as the cathodic site.
Here, both oxygen and hydrogen ions (from acid solutions) are reduced. The oxygen
molecules are dissolved in solution to form hydroxide, and hydrogen gas is produced

by the reduction of the hydrogen ions. The reduction reactions are

Oy + 4e” +2H,0 — 40H™ (5.15)

2HY 4+ 2~ — H,. (5.16)

In the case in which the iron is only partially exposed to the solution, such as water
droplets on a piece of steel, there is often separation of anodic and cathodic sites, with

the latter at the water/atmosphere boundary where there is oxygen available. Rust

would form in between the two in this system. The iron ions bond with hydroxide ions
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in solution and precipitate out, forming various insoluble mixtures of iron, oxygen,
and hydrogen. A few of these are Fe(OH),, FeO - OH, and Fe;O3- H20. [49][50][51]

Since steels are widely used structural materials, much has been learned about
rusting. Many techniques have been developed for use either in the manufactur-
ing stages, such as experimenting with different alloys in different quantities, or in
the post-manufacturing stage, such as covering steels with paint or other protective

material. [51]

Dissolution/Oxidation Corrosion by LBE

It is known from experience that LBE attacks steel surfaces, corroding them
severely and rapidly. The type of corrosion that occurs is dissolution corrosion. This
corrosion occurs mostly because the base and major alloying components of steels
are soluble in LBE. Those elements include nickel, chromium, and iron, listed in

decreasing order of solubility (Figure 13), given by the relationship

B

log(csat) = A+ T (5.17)

where cgq is the saturation concentraton in weight ppm, T is temperature in Kelvin,
and the constants, A and B, are given in Table 3. [52][53][54][55] It has been found
that adding a small amount of oxygen, on the order of tens of ppb, to the LBE will
greatly reduce the steel corrosion. Lead and bismuth are chemically more inert than
the major alloying elements of steel, namely, the elements listed above, because they
all have higher molar free energies of formation for oxidation. Therefore, it is possible
to form chromium and iron-based oxidation layers at the LBE-steel interface that can
passivate the steel surface. With proper oxygen control, a self-healing protective oxide
film forms. The oxide layer protects the metal substrates by greatly reducing diffusion,
as diffusion rates of the alloying elements in oxides are negligibly small. The oxide,

however, reduced by the LBE at the interface, but it reaches a local equilibrium and
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the iron concentration is at equilibrium. [52][563] This reduction process is discussed
below.

The oxygen level must be carefully maintained by active oxygen control. [53] If not
enough oxygen is present in the coolant, the protective oxide films on the steel surfaces
are not formed, therefore permitting dissolution corrosion as mentioned above. If too
much oxygen is present, exceeding solubility, then solid lead and/or bismuth oxides
can form from the overabundance of oxygen. Such oxides contaminate the coolant
and can precipitate out in cool regions, possibly clogging the flow of coolant. Another
problem that will occur if the oxygen levels are not properly maintained is reduction
of the oxide layers until they are thin enough such that diffusion of substrates is
considerable. The main idea behind active oxygen control is to control oxygen lev-
els properly, in order to keep the reduction process at an equilibrium between the
formation and dissolution of oxides. [53]

The popular description of the actual corrosion mechanism of the LBE/steel sys-
tem, as proposed by several papers, is described here. Multi-phase oxide scales are
formed because of different diffusion rates in alloying components, which occurs as a
result of different solubilities of the alloys in LBE. Three different layers form on the
steel surfaces: an outer magnetite (Fe3O4) which is on top of the original surface and
consists mostly of iron and oxygen, an intermediate spinel Fe?+ (Fed* Cr3*),0,(+Ni),
and an innermost layer which is an oxygen diffusion zone with spinel formation along
grain boundaries. [11][52][56][57] Micro-Raman studies performed by Hosterman [58]
at UNLV have confirmed the presence of the magnetite layer. Further Raman projects
are underway to determine the chemical nature of the inner oxide layer(s).

The proposed mechanism for the layering goes as follows: oxygen in the LBE first
reacts with iron and chromium to form the Fe-Cr spinel. The spinel is porous and

will allow oxygen to diffuse through this layer and further react with steel elements
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to form more spinel-like structures. Because of the inward diffusion of oxygen, the
Fe-Cr spinel grows inward, forming the innermost layer mentioned above. Similarly,
iron diffusion outward is what accounts for the outer magnetite layer, which grows on
the surface. Chromium diffusion occurs more slowly which accounts for its presence
only in the inner layers. In those regions, the chromium content is roughly 1.5 times
higher than its concentration in the bulk. This is due to iron depletion. [56]

Dissolution occurs if too little oxygen is available for an oxide layer with iron. In
this regime, the concentration of iron in LBE is equal to its saturation level, meaning
the iron concentration is at an equilibrium. [53] The concentration of the iron in LBE
is

' —4380
log(cpe) =6.01+ T, (518)

where T is temperature in Kelvin. If sufficient oxygen is present and the oxide is
formed, the reaction that takes place at the interface is a reduction reaction with lead
as the reducing agent.

The concentration of iron in this situation is now determined by the following:

12844 4
lOg(CFe) =11.35— T -~ glOg(Co)7 (520)

where co is the concentration of oxygen. The point where the two functions, equa-
tions 5.18 and 5.20, of iron concentration are equal determines the minimum oxygen
concentration to form the oxide layer. The ideal oxygen concentration is actually
higher than this point such that the iron concentration is significantly lowered and
the oxidation corrosion rate is minimized. [53][52] The upper limit of the oxygen
concentration is determined by the activity at which lead oxide forms in the coldest

region of the system. This is indicated in the Ellingham diagram, Figure 12.
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Kinetics

As previously mentioned, the thermodynamics of the metal/LBE system is what
dictates what chemical processes can and do occur. To enrich the picture a discussion
of the kinetics of the system is appropriate. Such topics as LBE flow rate and mass
transport, oxide growth rate, precipitation deposition will be discussed.

In a model of the mass transport phenomenon developed by Li et. al.,[52][54][55][59]
the dynamics of the flowing LBE and metallic species dissolution is described by the

convection/diffusion equation:

%%" = D;Vic; — (v- V)¢ ' (5.21)

where ¢; is the concentration of the i** corrosion product in wppm, D; is the diffusion
. coefficient of the i** product in the liquid, and v is the velocity vector of the flowing
liquid. The diffusion coefficient for metal atoms in liquid metal solvents is reported

in the literature by the Einstein-Sutherland equation

kT

DM - 3
dvrym

(5.22)

where k is the Boltzmann constant, 7' is temperature in Kelvin, v is the viscosity of
the liquid metal solvent, and s is radius of the diffusing metal atom. [60] Assuming
no time dependence (steady state), diffusion only occuring in the axial (z) direction,
and convection occuring only in the transverse (y) direction, the equation simplifies
to

(5.23)

where -y is the shear rate at the steel interface in sec ™! and y is the transverse distance
from the interface. The product vy is the viscous-flow velocity of the LBE, which is
zero at the wall, where y = 0 (boundary layer), and increases in proportion to y. In

this model, it has been assumed that mass transfer in LBE is dominated by convection
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and diffusion, such that chemical reactions can be ignored. By parameterizing « and

y with

z
L?

~ 1/3
n = (m) v,

where L is the length of the test loop, equation 5.23 now reads

801- 82Ci

Writing the solution of the concentration as a Fourier series

ci(&m) = Y Ya(n) e
k

and inserting it into the PDE above, one will find that for each value of k, Yi(n)

satisfies
d*Yy(n)
dn?

= 2miknYx(n).

Yi(n) is the k" Fourier Harmonic and has the general solution
Yi(n) = ax A;(V2mik ) + be Bi(V2mik 1),

where A; and B; are Airy functions.

Applying the appropriate boundary conditions (equations 5.18 and 5.20)

Aqi( (27Tik)1/3 n)
A;(0)

Yi(n) = cx (5.25)

where ¢;, is the k' harmonic of the Fourier Transform for the wall concentration of
the it" species |
cly=0) = cpe™ (5.26)
k
From this solution, the corrosion/precipitation flux at the wall can be determined

from




By using the values 4;(0) = 0.355 and A}(0) = 0.259, one will arrive at

2nyD?
L

1/3
g = 0.730 ( ) chkI/B exp(2miké + z%) (5.27)
k

The phasé shift of % in the above expression is shows that the highest corrosion/precipitation
oceur out of phase with the highest /lowest concentrations, and therefore highest /lowest
temperatures, by a factor of % the total length of the test loop.

This theoretical model is in good agreement with simulations, which numerically
solve the full mass-transport equations using a lattice Boltzmann method [61].

Based on the apparent reliability of this model, it will be very useful in making
predictions with other liquid-metal corrosion test facilities. A small test facility in
currently in design for use at UNLV.

The data and conclusioﬂs reported in this work are in good agreement with this

model.

Oxide Layer Growth - Wagner’s Law

A description of the growth rate of an oxide layer on a substrate was developed
by Wagner [62], based on the Tammann differential equation. [63] Once steady state
is reached, where an initial oxide layer has been established, diffusion of metal ions
outward and oxygen inward is the slowest process and dictates the rate of oxide
growth. Wagner’s Theory assumes local thermodynamic equilibrium, even if there is
not a global thermodynamic equilibrium. The theory provides a method to predict a
growth rate based on measurable quantities. Prior to Wagner, it was assumed that

oxide growth was parabolic in nature, namely
X2 =kyt, (5.28)

where X is the oxide thickness, k, (cm/sec) is known as the parabolic rate constant

(of steel oxidation in air at the same temperature and oxygen partial pressure), and
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t is time. Differentiating this expression with respect to time and rearranging terms

yields
aX kp
—_— = 5.29
dt  2X’ (5:29)
which shows that the growth rate decreases as the oxide film gets thicker. The kinetics
of oxide growth predicated by Wagner’s theory are parabolic.
The parabolic rate constant can be calculated as

ir
4 (po,

) I
3 Jut,,

kp S D*dInpo,,

where D* is the tracer diffusion coefficient of Fe in FezOy, and f is known as the
correlation factor for diffusion (typically about 0.5 for vacancy diffusion and 0.4-1 for

interstitials). The tracer diffusion coefficient obeys the relationship

1.45(eV)

D3 [m?/sec] = 4 x 107 ¥ exp {——kT—

} p2o/23 + 8 x 10%exp [M} 23

kT @
where k is the Boltzmann constant. The limits in are the oxygen partial pressures at
the inner/outer oxide interface (p(,) and oxide/LBE interface (pF)). [64]

Deviations from parabolic behavior can be accounted for by considering the grad-
ual breakdown of the oxide at the LBE interface. Tedmon [55][65] developed a model
to describe the kinetics of oxide dissolution. In addition to equation 5.29 above, one
can also state

dx
i :
— (5.30)

where k, is proportional to a parameter called the volatilization rate constant, k,

(em?/sec), given by
AM 7 g
A ( ) B kvt’

A \cm?
the weight loss due to the chemical breakdown of the oxide at elevated temperatures.

Combining two expressions, equations 5.29 and 5.30, gives

dX Ky

— =2, | 31
dt X (5:31)
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where kg = %kp. Integrating equation gives

X kg
g k= kX ]+ C,

8

t =

~ where the integration constant, C', can be found by applying the boundary condition
X =0 when t = 0. Doing so gives

kg | ks
t= k—SQ I:—EX —1Il

k
1-— —SXH . (5.32)
kq

By setting equation 5.31 equal to zero, the limiting, asymptotic oxide thickness (as-

suming no spalling) can be found -

When either X or k; is small, the natural log term in Equation 5.32 can be Taylor

2 3 n
s P ' BN 570 RN (.
- kg kq 2\ kq 3 \ Ky n \ kq

and substituted into equation 5.32, yielding

expanded -

In

C1X? 1kXP 1 kp2XT

L
2% 3 K e

(5.34)

When no dissolution of the oxide occurs (ks = 0), t is parabolic.

The above description, namely equation 5.32, assumes no preoxidation, and there-
fore is only adequate under such circumstances. A modification to Tedmon’s model
to conveniently account for kinetics and mass change was developed by Zhang et. al.

[59], and proceeds as follows. By parameterizing equation 5.32 with:

X _t

§ = _X; T = i
ks k2

= =X = 32t
kd kd
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where t, = ky/k? is twice (discussed below) the time required to reach asymptotic
thickness following a pure parabolic trend (no scale removal), it takes on the dimen-

sionless form

r=—€(—In|l—¢|. (5.35)

By a Taylor expansion of the natural log term and transforming the power series to
express £ as a function of 7 [66], this expression can be simplified for early stages of

oxide growth, in which case it becomes

E(r — 0) = (27)Y/2 — %T,. (5.36)

where the first term is the pure parabolic term, consistent with the parabolic term
in equation 5.34, and the second is a linear scale-removal term. The “2” in the
first term accounts for t. being twice the time required for the oxide scale to reach
asymptotic thickness, as mentioned above. For a system in the steady state, equation
5.35 becomes

(1 — o0) 1 —e THD, (5.37)

Equations 5.35, 5.36, and 5.37 are all summarized in the graph of figure 14. Though
both the initial and asymptotic trends match the exact solution very well, neither
match the transitional period (about 0.5 < 7 < 1.5).

If the substrate metal has an initial oxide cover of thickness Xj, then the initial
condition becomes ¢(Xy) = 0, and the exact, dimensionless solution becomes

1-¢
1_50

T:—@—&yJﬁ . (5.38)

The mathematical details entailed in evaluating this expression for the possible sce-
narios is beyond the scope of this text. Reference [59] outlines those very nicely. To
summarize it all, there are basically three scenarios: the initial oxide thickness is less

than, equal to, and greater than the asymptotic thickness. In the first case (¢, < 1
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and dé/dr > 0) the oxide grows asymptotically to £ = 1. In the second case (£, = 1
and d¢/dr = 0), no changes in the system occur. In the third case (¢, > 1 and
d¢/dr < 0) the oxide layer is reduced via dissolution to the asymptotic thickness.

[55] These are summarized in figure 15.
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Ellingham Diagrams
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Figure 12 Ellingham Diagram with AG®(T') curves labeled for Cry,O3, Fe30,4, and
PbO. Also indicated is the O, partial pressure range in LBE, bound on the upper
" end by the minimum oxygen needed to oxidized lead at 460 °C and on the lower end
the equilibrium po, for the reaction 3Fe + 202 <= Fe30y4 at 460 °C. [45]
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Csat Fe Cr Ni
A 6.01 | 3.98 | 5.53
B (K) | -4380 | -2280 | -843

Table 3 Solubility data for major alloying elements (Equation 5.17).
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Figure 13 Solubilities of iron, chromium, and nickel in LBE as a function of temper-
ature. '
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Parabolic Law

Figure 14 Kinetics of initial (7 — 0, Eqn. 5.36) and asymptotic (7 — oo, Eqn.
5.37) oxide growth compared to the exact solution (dark line, Eqn. 5.35) and a pure
parabolic trend (gray line). [59]
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Parabolioc Law {£»0}

Figure 15 Kinetics of oxide growth with an initial oxide, both when it is thicker
than the asymptotic thickness (£, > 1), and thinner than the asymptotic thickness
(& < 1). A pure parabolic trend on a clean substrate (£, = 0) is also plotted for
comparison. [55]
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CHAPTER 6
OTHER STUDIES

In other similar studies, much of what is reported in our work is verified for
austenitic stainless steels. Some groups did very similar studies: their steel samples
were exposed for durations and temperatures very close to those of our steels. Others
used different temperatures and/or different durations. Also, one study is included
that presents results on a martensitic steel, as well as a model describing duplex oxide
growth that is consistent with the one proposed in this study.

Glasbrenner et al. [56] exposed austenitic alloys 1.4948 and 1.4970 (the previous
being similar in composition to 316 and the latter being similar to D9) to flowing
lead at 400 °C and 550 °C for periods of 1027 h, 2000 h, and 3027 h. The oxygen
level in the lead was maintained at 3-4 x 1075 percent by weight. Some samples were
surface-treated by a pulsed electron beam, a process dubbed “GESA” [67], in which
a thin surface area of a sample can be melted and cooled in a short time. The fast
cooling process results in very fine grains in the near-surface region (grain size is not
reported). They report that the GESA-treated austenitic steels developed multiphase
oxide scales, described below. The untreated samples developed a thin, dense oxide
layer with a thickness of about 2 pum after being exposed for 3000 h at 550 °C. An
inspection of the exposed samples revealed a golden shiny surface which is indicative
of a thin oxide layer. The color darkens with exposure time but remained shiny up to
the 3000 hour mark. They claim that either type of oxidation is sufficient to prevent
dissolution attacks for at least the 3000 hour exposure time; however, in the case of

the thicker, multiphase oxide, oxidation corrosion could become a problem at longer
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exposure times. The techniques they employed were weighing of test specimens, X-ray
spectral microanalysis, metallurgical examination, and EDX analysis on cross-sections
of the samples.

Barbier and Rusanov [57] performed similar studies on several types of steel, in-
cluding 1.4970 austenitic steel (similar to D9). However, they used flowing LBE with
an oxygen concentration of 1-2 x 107¢ percent by weight. The samples received no
surface treatment besides initial machining. They exposed samples to LBE at 300 °C
and 470 °C for up to 3116 hours. The austenitic steel showed the greatest resistance
to oxidation in LBE. They report no signs of corrosion damage at the maximum ex-
posure time and temperature. They reported no nickel depletion in the austenitic
steel even though nickel has a high solubility in lead alloys, as reported by others.
[52][53][54][55] X-ray maps and concentration profiles from the oxide/bulk intérface
show no change in the distribution of the elements, and therefore dissolution did not
occur. They measured an oxide layer <« 1 pm which apparently provided protec-
tion against corrosion. They calculated the oxide layer thickness from weight change
measurements, as SEM did not detect ‘it. The techniques they used were SEM/EDX,
X-ray diffraction spectroscopy (XRD), and weight analysis.

Fazio et al. [11] performed isothermal tests on 316L at 300 °C, 400 °C, and 476
°C for times of 700, 1200, 1500, and 5000 h in stagnant, oxygen-saturated LBE. The
nature of any surface work performed was not mentioned. They reported that the
austenitic steel 316L exhibited acceptable resistance to oxidation corrosion. At the
two colder temperatures with the longest exposure, a thin (<« 1 pm) oxide layer
formed. EDS (EDX) analysis showed oxide composition of mostly iron, chromium,
and oxygen. Some nickel enrichment was also detected. At 1200 hours at higher tem-
peratures of 464 °C and 476 °C, 316L showed a slightly thicker and nonuniform layer

of oxidation growth, ranging from 2 to 4 pym. Nickel enrichment at the oxide/metal
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interface was again detected. Using XRD, they reported composition of the corrosion
products corresponds to Fe(Fe;_,Cr;)204.

All three papers mentioned above report the multi-layer oxide formation as men-
tioned in Chapter 4, under “Dissolution Corrosion by LBE”. The layers are: an outer
magnetite (Fe3Oy4), an intermediate spinel Fe?t(Fe3t Cr3+),04(4+Ni), and an inner-
most oxygen diffusion layer.

According to Li [52][53][54][55] and Barbier et al. [57], nickel has the highest sol-
ubility and therefore we predict it to be the first alloying element diffused out of the
bulk and dissolved into the LBE. At first glance, our data seem to agree with that
claim. However, Glasbrenner et al. [56] claim that nickel is in the deepest regions of
the oxide layer and at the the oxide-bulk interface. From quantitative linescans taken
with WDS in this report, nickel is shown to be enhanced above its alloy concentration
in the inner oxide (Figures 25 and 27).

LBE corrosion tests were performed by Li et al. [12] on 316L samples that had
been surface-treated. Initially annealed, the samples had average grain size of 35
pm. Surface-treated samples were shot-peened, which is a form of cold-working, by
blasting one surface with aluminum oxide powder at 55 psi for 15 s. The resulting
surface had a roughness of approximately 0.9 ym and a ‘damage depth of about 30
pm. The shot-peened samples were subsequently polished. The shot-peened/polished
sample showed no sign of corrosion compared to the untreated (annealed) sample. The
proposed mechanism for such corrosion/oxidation resistance on the treated sample is
rapid chromium diffusion to the surface.

Martinelli et al. [68] performed LBE corrosion tests on T91, a martensitic alloy
(9Cr1Mo steel with 0.18-0.25 % V and 0.06-0.10 % Nb) at 470 °C both in oxygen-
saturated LBE and dry air. The corroded samples were examined with SEM/EDX,

glow discharge optical emission spectroscopy (GD-OES), secondéry ion mass spec-
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trometry (SIMS), and XPS. They also propose a model to describe the nature of
duplex oxide growth, based on the “available space model”, a process ascribed to
Briickman and Romanski [69]. The model basically dictates that the growth of the
inner oxide is entirely dependent on vacancies left by outward diffusing iron. Con-
sequentially, all oxide growth is limited by iron diffusion in the oxide lattices. The
details of the mode] are rich and the article is highly recommended to gain good
insight into the mechanism.

Assuming no mass loss to dissolution, Martinelli et al. presented mass conservation
equations which show the thickness of the inner spinel layer, hyy,, as a function of the

outer magnetite layer, A.qq, dictated by the available space model:

B — CFe,mag h
sp — mag s
CFe,bulk - CFe,sp

where Cpemag is the concentration of iron in the magnetite layer, Cpepur is the
concentration of iron in the bulk steel, and Cpe s, is the concentration of iron in the
spinel layer. All three iron concentrations are determined from atomic percentages
obtained by x-ray and microprobe analysis. The thickness of the magnetite layer
is calculated from theoretical diffusion models and parabolic growth models, using
experimentally determined parameters (e.g. iron diffusion coefficient similar Fe-Cr
spinels) from the literature.

Martinelli et al. find a thick (~ 16 pm) outer FesOy4 scale of columnar grains that
is porous and has lead inclusions after 7800 h exposure to LBE. They observed a
thick (=~ 14 pm) inner oxide spinel with the formula Fes 34Crq 6604, the stoichiometry
of which was determined by microprobe analysis and by assuming a Fes_,Cr,O4-type
spinel. They also found lead penetration as deep as the oxide/metal interface. They
propose that the spinel oxide grows inward from the original metal interface by oxygen
diffusion inward, and the outer oxide grows outside the original metal interface by

iron diffusion outward. Oxygen diffusion in the oxide lattices is several orders of
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magnitude too low to account for the inner oxide growth. What is likely providing
oxygen is lead channels through the oxide layers, as the diffusion of oxygen in lead
is much greater. They also note that chromium concentration in inner oxide is the
same as in the bulk metal. Therefore chromium it is not highly mobile. The results of
the dry air tests are drastically different: oxide formed in LBE grows approximately
100 times faster than that formed in air, even with po, air = 4000 - po, . Their
calculations are in very good agreement with their results, which is notable because
they show that mass loss to metal dissolution in LBE is minimal. Their simulations
on the growth of a magnetite layer assumed the dynamics of lattice diffusion for
iron, as opposed to grain boundaries. Given the good agreement of their model with

measurements, iron diffusion through the grain lattices is plausible.
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CHAPTER 7
SEM/EPMA RESULTS

Introduction

Data obtained using the SEM and EPMA apparatuses incorporate several crucial
aspects regarding quantification and classification of the corroded steels. In just
about any journal article about these types of studies, sample analysis includes some
kind of electron microscopy. It is one of the most widely employed techniques in
surface science. In most cases SEM is easy to use and, therefore, takes little training
on the part of the user. A good understanding of how an electron beam interacts
with a material can yield much more information than just nice images and basic

indentification of abundant elements. This was discussed in Chapter 4.

Surface - Data and Results

The surface images and the EDX spectral data of Figure 16 show that the surface of
the corroded sample is covered by oxygen-containing compounds, consisting primarily
of iron oxides. The EDX spectrum the annealed 316L stainless steel tube before
exposure to LBE shows high abundances of chromium and iron, with a smaller amount
of nickel and a few other trace elements. The zinc peaks wer.e surprising, but are
clearly present, and were found in XPS data. [70] No oxygen peaks were observed
in the spectrum of the unexposed, annealed 316L, indicating that the oxide layer is
very thin and does not contribute a detectable peak. However, oxygen did appear in
the XPS.data, as discussed below. The spectrum taken from an identical tube that
has been exposed to LBE for 3000 hours at a temperature of 550 °C, the longest and

hottest exposure in a number of tests. For the exposed sample, the spectrum shows
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high abundances of iron and oxygen, with very little chromium. This suppression of
chromium in the exposed sample is confirmed in the XPS data, which are discussed

below. This is also indicated by the XPS data, which will be discussed below.
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Figure 16 (a) SEM image of the surface of unexposed annealed 316L sample reveals
the fresh steel surface without exposure to LBE. (b) Surface of the exposed, annealed
316L steel sample is drastically different when viewed at the same magnification as
(a). Each image is about 500 pm across. (c) EDX spectrum of annealed 316L steel
sample, not exposed to LBE. (d) EDX spectrum of an annealed 316L steel sample,
exposed to LBE for 3000 hours at 550 °C.
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An EDX spectrum of the surface of the cold-rolled 316L sample give indications
that it is covered by a thin layer of iron and chromium Qxides. Further evidence of the
nature of this oxide cover being very thin and consisting of iron and chromium oxides
is revealed below. The unexposed cold-rolled 316L sample looks quite different than
the annealed sample, though their EDX spectra indicate practically identical surface
compositions (Figure 17).

Annealed samples exposed for shorter times show a morphology consisting of some
areas covered by oxides, and other areas uncovered. EDX spectra of uncovered areas
reveal significant differences from those of the covered areas (Figure 18). The level
of chromium in the uncovered area is much higher than the level of chromium in
the covered area. While chromium is present in the uncovered (but not covered)
areas, oxygen is present in the spectra of both areas. For the covered area, the
chromium is covered by iron oxides, as it is consistent with the data on the completely
covered annealed 316L steel. In short, chromium oxides are present only in the
uncovered areas, while iron oxides are present in both covered and uncovered areas.
It is also noteworthy that the uncovered areas are very characteristic of the surface
of the exposed, cold-rolled sample (Figure 17). XPS studies are used to investigate
the chemical states of the surface species and establish what elements are oxidized
(Chapter 8).

A similar trend to that of the 2000 hr annealed 316L occurs on D9. D9 also
shows partial thick oxide coverage, which increases with exposure time (Figure 19).
An EDX spectrum taken on an uncovered area (marked “a”) shows mostly just iron
and oxygen, with supressed chromium. Conversely, a covered area (marked “b”) still

shows strong oxygen. However chromium is roughly as abundant as iron.
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Figure 17 (a) SEM image of the surface of unexposed cold-rolled 316L sample reveals
the fresh steel surface without exposure to LBE. (b) Surface of the exposed, cold-rolled
316L steel sample is drastically different when viewed at the same magnification as
(a). Each image is about 500 um across. (c) EDX spectrum of cold-rolled 316L steel
sample, not exposed to LBE. (d) EDX spectrum of an cold-rolled 316L steel sample,
exposed to LBE for 3000 hours at 550 °C.

Cross-Sectional Data and Results

SEM/EDX

In cross-section, the duplex nature of the oxide layers on the D9 sample is clearly

evident in Figure 20. From the elemental maps (Fig 20), it can be seen that the outer
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Figure 18 SEM of an annealed 316L steel sample exposed to LBE for 2000 hours
at 550 °C shows some uncovered areas where the original surface is still visible (top
image). Regions marked “(a)” and “(b)” in the image correspond to the respectively
labeled EDX spectra.
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Figure 19 SEM of D9, exposed to LBE for 2000 h and 3000h at 550 °C show some
uncovered areas where the original surface is still visible. Regions marked “(a)” and
“(b)” in the 3000 h image correspond to the respectively labeled EDX spectra. Each
image is about 500 pm across.

oxide consists iron and oxygen, with some lead inclusions (trapped LBE). The inner
oxide layer consists of chromium, some iron, and nickel (see Figure 21 for a better
nickel map). It should be noted that the growth of the inner oxide follows the grain
pathways at short exposure times. At longer eprsure times the inner oxide/bulk

metal boundary flattens out. Figure 21 shows a higly detailed elemental map of the
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Figure 20 SEM backscattered electron image of the D9 steel sample, exposed to LBE
for 1000 hr, and EDX elemental maps of the same region.

inner oxide on the 1000 h exposure D9 sample. Some key features to note include
the enhancement of oxygen, silicon, and chromium in the grainy boundaries within the
oxide. Nickel is noticably depleted in the oxide grain boundaries, although it generally
enhanced in the inner oxide as a whole. Conversely, nickel is slightly enhanced in
the bulk grain boundaries, while chromium is slightly depleted there. The interface
between the inner oxide and the metal is rough in the 1000 h D9 sample, following
the general grain structure (Figure 20). However, at 3000 h the inner oxide/metal
interface is very straight, as seen in an optical microscope (Figure 22).

The annealed 316L sample is similar to D9 in that it has a duplex oxide structure.

However, the dynamics of the inner oxide are more difficult to deduce. Figure 23
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Secondary Electron Image

Fe Ni

Figure 21 Hi-res EDX elemental map of the inner oxide on a D9 steel sample, exposed
to LBE for 1000 hr.

is an image of the oxide layers in cross section, as well as a higher magnification
elemental map of a region of the oxide. The map shows an outer iron-based oxide
(likely magnetite) and an inner oxide that follow the original grain structure of the
steel, and propagates along grain boundaries. The inner oxide consists of mostly
oxygen, chromium, and nickel. Oxygen is enhanced in the grain boundaries, though
there are some voids in the oxygen map. Chromium closely mimics the oxygen map.

Nickel is likely metallic, though it can also exist as a spinel oxide with chromium,
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Figure 22 Optical microscope image of D9, exposed to LBE for 3000 hr.

nickel chromite. Iron is present, though depleted in the inner oxide compared to the
outer oxide and bulk. Iron is likely oxidized in the inner oxide, although it is evidently
metallic (both nickel and iron are enhanced in the oxygen “voids” mentioned above).

The cold-rolled 3161 sample has a thin oxide covering most of its surface, with
occasional small regions of thick duplex oxide (Figure 24). From the elemental maps
one of the rare, small regions of duplex oxide growth can been seen, as well as the
typical thin oxide coverage (Figure 24). The duplex oxide is similar to the annealed
sample and the D9 sample in that it is iron based in the outer layer and chromium
enhanced in the inner layer. Nickel, however, seems depleted in the inner layer. Due
to resolution limitations, the composition of the thin oxide will be discussed in the

| next chapter on XPS and sputter-depth profiling.
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Figure 23 SEM image and EDX elemental maps of the annealed 316L steel sample,
exposed to LBE for 3000 hr. The box is the region mapped. The voids in the oxygen
map (dark areas) are rich in iron and nickel. Note - each map is about 30 pm in
width.
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Figure 24 SEM backscattered electron image and EDX elemental maps of the cold-
rolled 316L steel sample, exposed to LBE for 3000 hr.

WDS Linescans

Quantitative linescans taken on the D9 samples show weight percentages of the
elements present as a function of depth, with a spatial resolution of about a micron.
Figure 25 is an EPMA backscattered electron image and corresponding linescan on
the 1000 hour sample. The linescan starts outside the outer oxide of the sample, in
the epoxy, crosses both outer and inner oxide layers, and continues into the bulk.
It also crosses an oxidized grain boundary in the bulk. The outer oxide is about 5
microns thick and is composed of iron and oxygen. Iron is about 69% and oxygen
is about 29% by weight percent, giving an iron to oxygen weight ratio of about 2.4.

The iron/oxygen ratio in magnetite (Fe3O,) is about 2.3 and in hematite (Fe,Oj) it
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is about 2.6. The ratio on this sample is therefore closer to that of magnetite, which
is not absolutely conclusive, but Raman studies [58] verify the identity of the outer

oxide as magnetite. Following the linescan inward (Figure 25), chromium quickly
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Figure 25 EPMA backscattered electron image (top) showing the location of a linescan
(bottom) on the D9 steel sample, exposed to LBE for 1000 hr.
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appears at about 5 ym at 15-16 wt. percent. At this same point oxygen is falling and
eventally reaches about 15%. About 2 um after the depth at which chromium appears,
nickel quickly shows up and rises to 23-24 wt. percent.' In this inner oxide region
iron has fallen to 41-42 wt. percent. It is difficult to simply calculate elemental ratios
to deduce the type of oxide present, as the exact nature of the oxide is not known.
However, it is claimed in many other studies [55][59][64][71] that the inner oxide is
some type of iron-chromium spinel and nickel-chromium spinel (especially for nickel-
rich, austenitic steels [72]). Even with the insight from the literature, the information
is still too vague to determine the exact chemical nature of the spinel oxide. Some
portion of the chromite spinel could be inverse, in which cases the Fe/Cr and Ni/Cr
ratios flip (1:2 to 2:1). Moreover, though nickel is greatly enhanced (compared to
its concentration in the alloy) in the inner oxide, XPS data (see next chapter) reveal
that it is mostly metallic in.the inner oxide region.

At about 12 pm from the oxide/LBE interface, the inner oxide ends and the
elements reach their bulk values (69% iron, 14% chromium, 14% nickel, 0% oxygen).
The last feature to notice is the grain boundary that the linescan intersects. Since
the grain boundary is iny briefly encountered, the shifts in weight percentages are
small. Nonetheless, the nature of the oxide in the grain boundary is probably the
same as the inner oxide (Figure 25).

Previous WDS linescans were taken on the 1000 h sample that included manganese
and silicon. Figure 26 is a linescan of all of the elements with a close-up on the
manganese and silicon graphs.

The D9 sample exposed for 3000 h is very similar to the 1000 h sample except
that both outer and inner oxides are thicker (7-8 pm outer oxide, 18-20 pm inner
oxide). Again it is noteworthy that chromium appears 1-2 pum before nickel does,

and nickel is enhanced in the inner oxide with respect to its bulk concentration, to
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Figure 26 Previous WDS linescan of the D9 steel sample, exposed to LBE for 1000
h. The bottom graph is a close-up of Mn and Si.

about 25 % in the 1000 h sample and 20 % in the 3000 h sample. Also, this linescan
traverses a couple of grain boundaries within the inner oxide region, where chromium

and oxygen increase by 2-3 %, and nickel decreases by 4-5 % (Figure 27).
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Figure 27 EPMA backscattered electron image (top) showing the location of a linescan
(bottom) on the D9 steel sample, exposed to LBE for 3000 hr. The boundary between
the outer and inner oxides occurs at about 9 pym.
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Oxide Growth Rate

Measurements of oxide layers as a function of time were taken and fit to the model
described in Chapter 5, equation 5.32. The method of oxide thickness measurements
is described here. Grayscale images of the cross-sections of oxide layers are modified
in a specific way, such that a program written by John Kilburg can return pixel values
from the edges of the oxide layers in the images. First, the image has to be oriented
such that the oxide layer(s) is horizontal. Then by incre;sing the color depth to
include RGB colors, the outsidé of the outermost layer is traced with red (RGB value
255,0,0). Then the interface between the inner and outer oxide layers is traced in
green (0,255,0). Next the metal/inner oxide interface is traced in blue. Lastly, the
left and right edges of the traced region need to be indicated so the program knows
when to start noting pixels. This is done with a yellow (255,255,0), “starting” line on
the left and a teal (0,255,255),“finish” line on the right. The lengths of the yellow
and teal lines have to match the first red and blue pixels on the leff and the last ones
on the right (Figure 28).

When the program has finished, pixel coordinates can be loaded into a spreadsheet.
For a given vertical pixel column there are three coordinates — the outer edge of the
outer oxide, the interface between the inner and outer oxide, and the interface between
the inner oxide and the bulk metal. By subtracting the y-values of the coordinates,
the oxide thicknesses can be found in pixel lengths. By multiplying by the appropriate
scaling factor (X pm/pixel, determined by the scale bar in the image), the thicknesses
in microns are determined. This method of determining thicknesses is very useful in
that visual biases are minimized and many measurements (data points) are acquired
for good statistical analysis, especially when an oxide varies dramatically in thickness.

The method that was used to fit the model to the data was a nonlinear, least-

M

squares fit. The “NonlinearRegress” function in Mathematica™ was used to calculate
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the least-squares, and it allows for weighting of data points. Weighted fits were
performed, utilizing 1/variance as the weighting parameter. Results of the oxide

thickness measurements fitted to the growth model are summarized in (Table 4).

Figure 28 An example of an image that is prepared to be input to software that
outputs coordinates of oxide layer boundaries. Image is of the D9 steel sample,
exposed to LBE for 1000 h.

Time | Average kp(msi), ks(2) kp, ks Xy X;
(hours) | X (um) (fit) (Ref. [55]) (fit) | (Ref. [55])
1000 | 16.7+£2.6| 8.61 x 10717, | 6.87 x 10717,
2000 | 26.0 £4.0 469 pm | 49 pm
| 3000 |29.6+ 23| 9.17x 107 | 7.04 x 10713

Table 4 Results of average oxide thickness measurements and growth rates on D9,
exposed to LBE for 1000 h, 2000 h, and 3000 h.

The values in the table do not agree closely to those reported by Zhang et. al. {55].
The model they used is based on the same principles used in this report (Tedmon

model), but applied to weight changes of the samples as a function of exposure time,
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rather than oxide thicknesses. Their value of k, is fairly consistent with the value
reported here, having a percentage difference of 22 %, but the value for ks in the
reference is nearly an order of magnitude larger. The difference in ks is most evident
in the final oxide thickness, where the order of magnitude difference is reflected.
The implications of this difference’ is manifested in the lifetimes of the steels. If the
values reported here are accurate, then the thickness of the oxide layer at 3000 h
is only 6.4 % of the asymptotic oxide thickness. According to Figure 14, the oxide
growth model doesn’t deviate significantly from a pure parabolic trend until the oxide
thickness is about 40 % of the final thickness. Therefore, it is concluded here that
performing a fit with just the parabolic term of equation 5.34 is reasonable, and the
parabolic growth constants of both fits should agree. A weighted convolution of the
pure parabolic function with the data yields k, = 8.16 x 10Y", compared to the
Tedmon model value of k, = 8.61 x 1077 (both in m?s™!), a difference of 5.4 %.
The major weakness of these results is that the estimated value of the volatilization
constant, k;, is dubious since the higher order terms of the expansion (eqn. 5.34) are
negligible. This elicits carrying out experiments for much greater times to determine
the loss rate of material and give credence to the model. However, to reach an
oxide thickness that necessitates incorporating higher order terms could easy require
exposure times an order of magnitude greater (several years) than those reported
here. This is not practical in the sense of carrying out experiments in a timely and
cost-effective manner.

Although the final thickness values reported above do seem very large, it’s not
surprising considering the model used, that is, a one-dimensional model for oxide
layer growth. As mentioned above (Figure 19), the growth of corrosion layers on
D9 clearly do not display one-dimensional behavior. The average oxide thickness is

determined only from areas where duplex oxide is present, and does not represent
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the total exposed surface of the sample. If the outward growth of the oxide (the
thickness) is still described well by the values measured in this research, then the
lateral growth that accounts for coalescence of localized growths can be ignored, which
is the assumption to be made if the calculations here are to be regarded as tenable.

‘A model describing a two-dimensional system is an area of ongoing investigation.

Available Space Model

A modification to the Available Space Model, mentioned in Chapter 6, is needed
if it is to be applied to D9. The model presented by Martinelli et al. [68] describes
a binary alloy of approximately 91 % Fe and 9 % Cr (ignoring minor alloying com-
ponents). The balance equations, which assume no mass loss (consistent with the
negligible material loss concluded in the previous section), describing the conserva-
tion of mass (space made available = space filled by oxide) for iron and chromium

are:

C’Fe,metAXmet = CFe,stsp+CFe,mangaga (71)

CCr,metXmet = CCr,stsp> (72)

where Cremet; Cre,sp, and Cre mag in equation 7.1 are the.weight percentages of iron
in the metal, spinel (inner layer), and magnetite (outer layer), respectively, and are
determined from WDS quantitative linescan data. The same labels apply to chromium
in equation 7.2; however, chromium does not appear in the outer layer. The values
KXomet, Xsp, and Xp44 are the thicknesses of the iron-depleted zone, spinel layer, and
the magnetite layer, respectively. X, and X,,q, are measured from the SEM images
of the oxide layers via the method described in the “Oxide Growth Rate” section
above. X, 1s inferred from equation 7.2 as follows: it is seen in the WDS linescans

(Figures 25, 26, and 27) that the concentration of chromium does not change from the
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bulk metal to the spinel oxide layer. As such, Xyt = X,p, and equation 7.1 becomes

C'Fe,mag

Xop Xmag- (7.3)

~ Cremet — Cregp
Heedlessly substituting the iron weight percentages of D9, obtained via WDS (Cre et =
70%, Cre,sp = 40%, Cre.mag = 70%) into equation 7.3, gives X, = 2.3X,,44- This ra-
tio (Xsp/Xmag) is a bit high (see Table 5). The reason for this has to do with the
nickel content of D9. D9 is approximately a ternary alloy of iron, chromium, and
nickel. A balance equation for nickel would be the same as that for chromium (equa-
tion 7.2), with the exception that nickel does not retain its bulk metal concentration.
As seen in the WDS linescans, nickel is enhanced 5-10 % over its bulk weight percent.
This enhancement in the inner oxide means that the “available space” for Fe/Cr ox-
ide growth will be reduced. Including the nickel enhancement, ACy; g, in the iron

balance equation (eqn. 7.1)
C'Fe,met)(met = CFe,stsp + C'Fe,mag)('mag - ACNi,stsp'

Solving for X, gives

CFe,mag

Xep = X
P mag -
CFe,met - CFe,sp + ACNi,Sp

(7.4)

Including ACy; s brings the ratio, X,/ Xmag, down to the 1.8 — 2.0 range, which
agrees much better with the data for the 1000 h and 3000 h exposure times. The
ratio of the measured oxide layer thicknesses for the 2000 h exposure is 1:1, which
the model doesn’t agree with very well. However, there are reasons for concern with
the 2000 h samples (discussed in Chapter 3). Table 5 summarizes these calculations.

The key issue to consider when applying this model to predict oxide thickness ra-
tios is the mobilities of the alloying metals. If a metal exhibits mobilization such that
there are variations in weight percentages between the various layers (like iron and

nickel in D9), then that needs to be factored into the balance equations. Chromium
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does not vary across the layers (except that it is not present in the outer layer) and

therefore can be left out of the balance equation for iron.

D9 sample | X, (pm) | Xpngg (pm) | Xop/Xmag
1000 h 10.6 6.1 1.7
2000 h 13.0 13.0 1
3000 h 20.0 9.7 2.1

A.S. Model in reference [68] 2.3

Modified A.S. Model 1.8 -2.0

Table 5 Calculations based on the Available Space Model and measured values of
oxide thicknesses on D9. The modified Available Space Model agrees well with the
measured oxide ratios for the 1000 h and 3000 h samples.
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CHAPTER 8
X-RAY PHOTOELECTRON SPECTROSCOPY RESULTS
Introduction

As a complementary technique to SEM, XPS is a very valuable technique because
it augments the information from SEM. With the ability to track oxidation states as
a function of depth, much more has been learned about the nature of corrosion on our
samples. By comparing high resolution peaks of individual elements to documented
peaks of known oxidation states and species, most of the elements present have been
identified. XPS studies of annealed and cold-rolled 316L stainless steels also reveal
more interesting details on the differences between exposed and unexposed samples.
Many results of preliminary surface surveys and short-duration sputtering performed
on these samples have been reported. [70]

It is noteworthy to mention XPS spectra calibration. Typically, XPS spectra will
shift because of the problem of charging, especially on insulating samples. When
a poorly conducting sample acquires a steady state charge, binding energies in the
sample can shift by as much as several electron volts from their true value. Therefore,
to insure accuracy in binding energies, all of the XPS spectra need to be calibrated
using an internal standard, or reference peak, of known binding energy. For the
following data, adventitious carbon was used as the reference, assigned a binding

energy of 284.6 eV.

Abundances as a Function of Depth

While depth profiles showing atomic percentages as a function of depth are useful,

they are at best semi-quantitative. Moreover, the quality of the data gets worse at
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greater depths because of prolonged sputtering damage. For good quantitative data
on the elements as a function of depth, the WDS linescans presented previously are
to be referenced. Also, only quantitative linescans of the D9 samples were taken.

Nevertheless, Sputter Depth Profiling (SDP) is useful, especially for the case of a
thin (< 1 pm) oxide, as on the 316L cold-rolled samples. On such samples, WDS data
are spurious because of spacial resolution limits, which were discussed in Chapter 4.

As mentioned earlier, oxidation states can be tracked using XPS. A binding energy
difference of just a few electron volts can constitute a difference in oxidation state.
In acquiring this data caution must be exercised to guarantee that any charging that
takes place is adequately neutralized by the electron flood gun and/or is properly
corrected in the spectra. Any unaccounted for charging can cause peak shifts on the
order of several electron volts as well, thereby providing spurious shifts from the true
binding energy.

Sputter depth profiles were performed on 316L annealed and cold-rolled samples,
exposed to LBE for 3000 h at 550 °C. The SDP data acquired provided both relative
abundance (semi-quantitative) of iron, chromium, and oxygen, as well as oxidation
state information of iron, chromium, and nickel.

Peak fits of chromium and iron 2p; /2 profiles were based on a fit to a pure oxide
peak from an oxide standard, and a pure metallic peak (nickel profiles did not show
a change that would be indicative of an oxidized state, and is therefore assumed to
be metallic at all depths.) All of the parameters in the peak-fitting software (% gaus-
sian, % asymmetry, peak center, peak area), DPViewer from Service Physics, were
floated to fit both standards separately. Then the fit parameters for each peak were
locked, with the exception of peak center, and both were used to fit the peak profiles
throughout the SDP. The peak centers tend to shift a little bit, on the order of 0.5 eV,

likely because of charging. However, the separation between the oxide and metallic
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peak for a given sputter cycle should be constant. Therefore, the oxide/metallic peak
separation is constrained by amounts determined from averaging the peak centers for
the oxide and metallic peaks (2.4 eV for chromium, 2.5 eV for iron). Figure 29 shows
the fits for oxidized and metallic chromium standards, as well as a fit to a mixed-state
chromium envelope taken from an oxidized sample. From the information gained from
fitting, the SDP peaks can be graphed to show a percent oxide vs percent metal depth

profile graph, based on the areas of the standard peaks, according to the relationship
Atotal = aAmetal + (a - 1)onid67

where Agotar, Ametar and Agzige are the total area of a data profile, and the areas of
from the peak fits of the standards; and « is the amplitude of the metallic peak. The
total area is normalized to 100 % in the graphs of Figures 30 and 32.

Apparent in metallic peaks is asymmetric line shapes, having a more gradual
slope to higher binding energy. It is well known that a core-level photo-emission lines
of metals exhibit a phenomenon known as infrared divergence of electron-hole pair-
excitations, which leads to asymmetric peaks.[73] In metals, core electrons ejected
due to inelastic scattering processes can be easily boosted into the conduction band,
above the Fermi level, and contribute to the photo-emission peak on the higher bind-
ing energy (lower kinetic energy) side. This line shape is commonly modeled by the
Doniach-Sungic (DS) profile. Simply put, it is a gaussian-lorentzian (Voigt) convolu-
tion function with an exponential tail modifier function. [73][74](75]

One caveat of this analysis is that depth resolution is not very good. Unlike
SEM/EDS/WDS data, a clear switch from oxide state to metallic state is not ob-
served. This is due primarily to inhomogeneous sputter rates of the elements and
surface roughness. However, bearing poor depth resolution, the results are consistent
with the data from SEM/EDS/WDS.

Another caveat is the aforementioned problem of partial oxide reduction of one
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Figure 29 Fits to Cr 2ps/; oxide and metallic standards (top), which are used to fit
a Cr 2ps/2 peak (bottom) from a corroded sample and annealed 316L. The average
separation between the oxide and metallic peak is about 2.4 eV.

metal oxide in intimate contact with the metallic phase of another metal caused by
prolonged sputtering. It is known from the SEM/EDS/WDS data that at least three
metals are present in the oxide layer regions - iron, chromium, and nickel. Never-
theless, it is regarded as an ignorable effect in this report, insofar as only qualitative

information is sought with the XPS/SDP data.
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316L Annealed, 3000 h

Chromium is virtually oxidized for the first 20 ym at which point metallic chromium
starts to appear. For the next 10 um (to a depth of 30 um) the metallic phase
strengthens and the oxide weakens until there are equal parts of each. This depth is
the observed oxide/metal interface from SEM data. Though chromium is present in
the outer layer region, its concentration is very low, as seen in SEM data of Chapter
7. The oxidized and metallic phases of iron appear to be present throughout the oxide
layers, however, the oxide phase is predominant in the first 10 ym, consistent with an
outer layer of iron oxide. There appear to be roughly equal amounts of metallic and
oxidized iron in the inner oxide layer region, with the metallic strengthening and the
oxide weakening with depth. At > 30 um, only the metallic phase is present. These
results are summarized in Figure 30.

Other ways to show how iron and chromium change chemical state with depth
include stacking the profiles in order of depth, and graphing each cycle as a color
intensity profile with depth. Figure 31 has both such graphs. The trends discussed
above are shown: iron is oxidized in the outer oxide layer (8-10 pm), it consists of
both metallic and oxidized states in the inner oxide region (10-30 pm), and is metallic
in the bulk (> 30 pm). Chromium is completely oxidized in the inner oxide region,

and is metallic in the bulk steel.

316L Cold-rolled, 3000 h

Chromium is predominantly oxidized in the first 500 nm of the SDP, at which
depth the metallic begins to slowly appear. At a depth of 1_ pum and beyond, both
oxide and metallic phases are present in equal amounts. Iron is completely oxidized
at the surface, but the metallic phase quickly appears and equals the oxide phase at
a depth of about 300 nm. Beyond that depth, thev metallic phase grows to 70-80 %

to all depths shown, and presumably continues in that trend until only metallic iron
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Figure 30 XPS SDP of oxide (“Ox”) vs. metallic (“Met”) percentages of iron (top)
and chromium (bottom) on annealed 316L, exposed to LBE for 3000 h at 550 °C.

is present. These results are summarized in Figure 32.

Figure 33 consists of stacked line graphs and color intensity profiles of iron and
chromium as a function of depth. The aforementioned conclusions are confirmed: iron
is metallic at the surface and quickly develops a metallic edge. At a depth of 1 ym
it is completely metallic. Chromium is oxidized at all depths, although it gradually

broadens to lower binding energy, indicative of metallic chromium.
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Figure 31 XPS SDP line (top) and color (bottom) intensity profiles of iron and 2ps/,
peaks on annealed 316L, exposed to LBE for 3000 h at 550 °C. Blue is the most
intense in the color intensity profile.
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Figure 32 XPS SDP of oxide (“Ox”) vs. metallic (“Met”) percentages of iron (top)
and chromium (bottom) on cold-rolled 316L, exposed to LBE for 3000 h at 550 °C.
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Figure 33 XPS SDP line (top) and color (bottom) intensity profiles of iron and 2ps/,
peaks on cold-rolled 316L, exposed to LBE for 3000 h at 550 °C. Blue is the most
intense in the color intensity profile.
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CHAPTER 9
COLLABORATION

In a collaborative effort to further understand the corrosion mechanism(s) on D9,
Atomic Force Microscopy (AFM), Magnetic Force Microscopy (MFM), and Nanoin-
dentation to measure hardness were performed by Peter Hosemann [76] at Los Alamos
National Lab (LANL). From his AFM and MFM images (Figure 34) he finds four
different layers within the already-identified duplex layers.

The outer two layers constitutes the outer, iron-oxide layer of the duplex. The
outermost is a sub-micron grained layer with no preferential grain orientation, but
strong magnetic polarization. The second layer (outside — in) is a larger grained
(micron sized) layer in which the grains are elongated normal to the surface, and it
possesses the strongest magnetic polarization. These grains, still much smaller than
those in the bulk (20-30 pm), have columnar appearances (note red box in Figure
34a). These features are believed to be evidence of diffusion pathways for outward
diffusing iron (see Chaptér 10). The third layer is only observed in the MFM images as
it has no magnetic polarization and is very thin (< 1 pum). This is possibly the initial
thin oxide on the unexposed steel. Some WDS linescans show a slight chromium
enhancement in this same region, which is supports this proposition. The last inner
layer is the thickest and is whole inner oxide of the duplex structure. It shows the
same grain strﬁcture as the bulk steel, with the grain boundaries being weak, porous,
and abundant with precipitates. The precipitates are probably chromium oxides, as
SEM data shows (Figure 21). MFM shows that its magnetic structure is relatively

weak.
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Figure 34 Four sublayers of the duplex oxide with the outermost layer at the top. (a)
AFM image of oxide layers on exposed D9. Note the nanoidentation marks and grain
boundaries. (b) MFM image of oxide layers on exposed D9.
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Figure 35 Hardness and E-modulus nanoindentation measurements on oxide layers of
D9, exposed to LBE for 3000 hr at 550 C.

Hardness and elastic (Young’s) modulus (or E-modulus) were determined from
nano indentation measurements. Measuring from the steel outward (Figure 35)
through the oxide layers, the Young’s modulus was found to be highest in the bulk
steel, where it is around 200-220 GPa. In the inner oxide it is at its lowest, varying
140-160 GPa, and in the outer oxide layer(s) it is slightly higher, around 160 GPa.
As for hardness measurements, the inner oxide is the hardest (= 180 GPa), followed

by the outer oxide (=~ 120-140 GPa), and lastly the bulk steel (~ 120 GPa).
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CHAPTER 10
CONCLUSION

From our surface SEM/EDX studies we know that exposed samples are covered
with oxides, as indicated by strong oxygen peaks. Unexposed samples do not have
significant, oxygen peaks. Furthermore, among the exposed samples we know some
areas are covered more densely with oxides. On such samples, uncovered or lightly
covered areas show chromium signatures similar to that of an unexposed sample,
whereas covered areas show little if any chromium. Iron and oxygen are strong in
both the covered and uncovered areas, suggesting different oxide layer thicknesses
(very thin oxide layering in the uncovered areas).

From the cross-sectional analysis we gain much insight to the processes at work.
Together with the surface work, it can be concluded that oxidation corrosion begins
locally at grain boundaries or surface defects that breach the initial passivating oxide
l(preoxidation is beneficial to the preservation of the steel.) Inward oxidation occurs
first along grain boundaries and other fast-diffusion paths. Grains gradually become
completely oxidized but maintain their original shape. Because of the grain structure
preservation, oxygen diffuses inward and the inner oxide grows in vacancies left by
outward diffusing elements, namely, iron. The outer oxide is amorphous magnetite,
formed from outward diffusing iron as it comes into contact with free oxygen in the
LBE. The outer oxide, which grows above the original steel interface, is easily eroded
away. It is the outer iron-based oxide that gives the surfaces a patchy, blistered look.

From our XPS studies we see quite different data. Because of the surface sensitivity

of XPS (first few atomic layers), we initially see very similar peaks on both exposed
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and unexposed samples. In the spectra, carbon and oxygen both show up quite
strongly. At first glance this seems very surprising since EDX does not show much
for the existence of carbon, and oxygen only showed up on the exposed samples. While
keeping in mind that XPS and EDX probe significantly different depth regions, this is
what initially led us to suspect the existence of surface contaminants. After ion-beam
milling, the XPS spectra changed drastically.

Iron shows up mostly in metallic form on the unexposed samples and mostly
oxidized on the exposed samples, as expected. Also, oxidized iron remains constant
throughout sputtering (up to 85 sec) on the exposed samples. Metallic iron appears
with increasing depth on the exposed samples. Chromium is similar to iron, but
is much weaker in oxidized form on the exposed annealed 316L. However, on the
exposed cold-rolled 316L sample oxidized chromium is much stronger. We expect
to see CryO3 on stainless steels (especially on the unexposed samples), as it is the
passivating component under atmospheric conditions. It appears in oxidized form on
the surface of the unexposed samples and changes to metallic form with sputtering.
We also expect, as mentioned in Chapter 6, to see weak signals from nickel on the
exposed samples because nickel has the highest solubility in liquid metals. We do
indeed see weak nickel péaks on the exposed samples, while on the unexposed samples
nickel appears in metallic form. Finally, residual lead and bismuth appear on the
exposed samples but not on the unexposed samples. On the exposed samples, lead
and bismuth appear in both oxidized (PbO and BiyO3) and metallic form. They are
both more oxidized on the surface and change to metallic form with sputtering.

An explanation of duplex oxide growth from oxidation/corrosion observed on the
samples, in accordance with theoretical models, is the following: when fresh steel
is first exposed to oxygen-controlled LBE at high temperature, a surface potential

is created by oxygen ions which draws Fe ions out of the bulk. Although some
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diffusion takes place within the steel grains, most of the diffusion takes place in grain
boundaries, which serve as fast-diffusion paths. Iron is the primary diffusant because
it has the second highest diffusion coefficient (Lobnig et al. report Dy, > Dpe > Dy
> D¢, [77]) and iron is the most abundant. Chromium is also somewhat mobile, but
being the least noble of the alloying elements it quickly forms chromium-based oxides
with oxygen anions, which diffuse in via grain boundaries. These oxides, which are
enhanced in grain boundaries, are evident in Figure 21.

Oxidation within the grains also occurs because of voids left by vacated Fe loca-
tions and the grains retain their original structure. These oxides tend to be iron and
possibly nickel chromite, a spinel structured oxide of the chemical form (Fe,Ni)CryOy,.
This is supported by preliminary x-ray diffraction data taken on D9 at Argonne Na-
tional Lab (ANL) and Raman data taken at UNLV. [58] Nickel also moves and is
enhanced in the inner oxide with respect to the bulk, though it is depleted in the
inner oxide grain boundaries. It is believed that Ni undergoes similar diffusion that
of chromium and iron, and ends up forming a nickel chromite, filling inner oxide voids
in metallic form, or it dissolves into the LBE in metallic form, as it is by far the most
soluble in LBE (Figure 13). In the bulk steel grain boundaries, close to the inner
oxide, nickel appears to be slightly enhanced.

On annealed 316L, XPS data shows that molybdenum is oxidized to 20 um, but it .
was not mapped with EDX because of peak overlap with lead. Manganese cannot be
mapped because of overlap with chromium, and there are no XPS data for manganese
on annealed 316L. However, on the D9 sample, manganese was plotted in a WDS
linescan and is measured to a weight percent of 3 - 3.5 (Figure 26), which is up from
its bulk value of about 2 %. This is a compelling indication that manganese could
play a role in the formation of the inner spinel oxide. [15][78][79]However, at 3.5 %

it is not sufficiently abundant to be the only other participant other than chromium.
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As a result of the mobilities of iron, chromium, and oxygen, a duplex oxide struc-
ture is formed. In the literature, oxygen has a very low diffusion tendency, but
evidence shows that it clearly diffuses well into the steel (> 10 pm). A plausible ex-
planation of this is that oxygen diffuses through cracks and pores, and typical grain
boundary pathways. [71] Oxygen diffusion is enhanced with increasing temperature.
[80]

Above the original steel interface is an oxide of amorphous, small-grained Fe3Oy4
and below the original interface is a spinel-type oxide, which propagates fastest along
grain boundaries and gradually engulfs the grains. These oxide layers can grow to tens
of microns in thickness. Gradually, however, their growths slow until they eventually
stop.

It is observed from AFM data (Figure 34) that the outer oxide layer is not com-
posed of homogenous grains of magnetite. Rather, it is larger-grained just outside the
original interface (though the grains are still quite small compared that of the original
steel) and the grains get smaller the farther from the interface they gef. This trend
of smaller grain size in proportion to distance from the original bulk steel interface is
possibly due to a decline in iron diffusion (corrosion current, J, is proportional to the
electric field across the oxide, which is inversely proportional to the oxide thickness, &,
therefore J o< 1/6 [63]). As the oxide becomes thicker, the amount of iron arriving at
the surface decreases and grain nucleation favors smaller, more-easily formed grains.
This, in turn, leads to amorphous conglomerates. Moreover, the outermost region
of the oxide layer is exposed to turbulent forces from flowing LBE, and is therefore
susceptible to erosion corrosion. This, too, could possibly restrict grain growth at the
oxide/LBE interface.

The growth of the inward growing, mixed spinel-phase oxide is also observed in

samples exposed for 3000 hr. It is observed that the oxidation front in some regions
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is rather straight (Figure 22), regardless of location (grain boundaries or grains), as
opposed to those regions where the oxide is clearly deepest along grain boundaries.
To account for this observation, a similar mechanism to the halting growth of the
outer oxide is thought to be in effect, in which diffusion of oxygen inward has died
off and only diffusion in the lateral direction occurs.

At the oxide/LBE front, the iron oxide is also slowly dissolved by the LBE (dis-
regarding erosion corrdsion). As long as this rate is slow enough, however, the oxide
can be deemed protective and passivating. The ultimate fate of the steel is net ma-
terial loss. Similar to oxidation in gaseous environments, stainless steels experience
weight gain of parabolic growth in the initial phases of exposure, in accordance with
Wagner’s Theory. In LBE, however, the growth is constantly in competition with
material loss due to dissolution, erosion, and spalling due to tangential stresses from
phase mismatching at the interface [81] as the outer oxide thickens. However, AFM
and nanoindentation data refute high stresses in the oxide layers. [76] Initially the ox-
ide growth and weight gain dominates, enough so that a parabolic trend is observed.
In the long term (time > thousands of hours) the oxide reaches a maximum thickness
and material loss dominates. This trend is modeled well by Tedmon’s modification
to Wagner's Law. |

This one-dimensional model does well to explain many of the observed phenomena.
Unfortunately, it assumes that oxide growth is uniform acrosé the surface of a sample
and Figures 18 and 19 clearly show that the outer oxide is patchy, though total sample
coverage seems to be the consequential trend. It is seen that some regions do not have
the thick iron oxide coverage and presumably have a chromium rich thin oxide, likely
the original protective (“stainless”) oxide. Although some cross-sectional images show
the inner chromite oxide lacking the outer magnetite oxide, those regions are rare.

Presumably those regions have lost their outer layer from erosion or spallation. It
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is more commonly observed that a thin iron/chromium oxide exists in regions not
having an outer iron oxide layer. This is confirmed by EDX measurements (Figure
18a and 19a). It is not known if this kind of thin oxide is protective because evidence
is ambiguous. Zhang and Li et. al. suggest that such an oxide is not “protective”.
[64]

Regardless of the protective nature of the thin oxide, the mere existence of “uncov-
ered” regions suggests some modifications to the one-dimensional model. A suggestive
appendence to the model would be to say the thick, duplex oxide initially originates
from a defect on the surface. This defect could be a break in the oxide due to any
number of effects, but the simplest possibilities would be erosion or a mechanical
breach in the original oxide (e.g., scratch). Another access point for material passage
could be the intersection of multiple grain boundaries on the surface. It is known
that stainless steels form a thin, dense, well-adhesive chromia (CrO3) layer that is
protective and generally self-healing in most environments. Discontinuities occurring
at grain boundaries could be the weak points where breaches could occur in aggres-
sive chemical environments. Once a break in the initial oxide is present, diffusion of
the elements outlined above commences. As iron reaches the surface it is oxidized
and forms small grains on the surface. Eventually these “volcanoes” grow laterally
together, forming a continuous cover. Baer [82] describes a scenario of non-uniform
oxide growth on a surface. Depending temperature and oxygen potential, the oxide
can be chromium-rich at grain boundaries and iron-rich above the grains. Generally
this occurs at higher oxygen potentials, and if the potential is low enough the only
stable oxide that forms is chromia.

It is widely accepted that grain boundaries play a major role in the formation of
a self-healing, protective oxide. [12][14][15][16][17]{18] Previously we speculated that

grain boundaries on the surface of steel could be the gateways to metallic cation and
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oxygen anion passage, leading to the duplex oxide structure. It has been proposed
that grain boundaries are the a very important parameter in the self-healing process
on a stainless steel. Peng [83] proposes that cold-worked stainless steels are more
efficient self-healers based on the fact that there are more grain boundaries and other
fast diffusion pathways on the surface and in the near surface. Cold-working steels
tends to deform grains, introducing stresses into them. As the grains relax, atoms
move into domains of lower internal energy and new, smaller grains are formed. Since
grain boundaries are fast paths for diffusion, having more of them allows a greater
abundance of metal cations to diffuse to the surface. All metal atoms present in
the steel can diffuse to the surface, but the least noble of them react to form oxides
first. If the candidate steel is an alloy containing at least 11% chromium then the
steel can continue to form a thin (< 1 pum), stable CryO3 layer. This phenomenon
is well studied and verified in gaseous (O, present) and aqueous environments. In a
liquid metal, such as LBE, the dynamics are more complex and this process may only
occur pending favorable thermodynamic and kinetic conditions. Merz [84] (as cited
in [82]) describes a different nature of duplex oxide formation. In his experiments
he found thin, chromium-rich oxides form on grain boundaries and thicker, iron-rich
oxides form over grains for larger grained (~ 40 um) 304 stainless steel. On smaller
grained (~ 4 pm) 304 stai‘nless steel he reports a uniform chromium-rich oxide. With
the appropriate surface treatment, the larger grained steel could form a protective
chromium oxide.

From the evidence presented in this study, thin chromium-rich oxide on the the
cold-rolled 316L is more suited to prolonging the lifetime of LBE-containing steel.
The appearance of localized duplex oxide growth (Figure 24) is indicative of a process
that ultimately takes place when the denser, thin oxide is breached. The duplex oxide

takes longer to develop in the presence of an initial chromium-rich oxide. Moreover,
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since the duplex oxide is sustaining as well, the longevity of the steel is greater in the

case where the rate of duplex oxide development is significantly reduced.
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APPENDIX I

METALLURGICAL DEFINITIONS

anneal - Stress-relieving process in which a material is heated and held at a desired
temperature to allow components to relax into lower energy phases. Reduces hard-
ness, improves machinability.

austenite - Face-centered cubic (fcc) iron alloy (y-phase iron).

carbon steel - Steels containing less than 2% total alloying elements. They are the
most utilized (90% of all steels shipped in U.S.) Carbon content and microstructure
are the principle factors affecting their properties. [85]

carburize - Introduction of carbon into a ferrous alloy at a high enough temperature
to allow carbon diffusion into the metal. Oldest method of hardening (also called
cementation).

cementite - Metastable iron carbide, approximately Fe3C

cold-working - Plastic deformation of a metal produced by an external force at a
temperature below its recrystallization temperature. Induced strains (defects) to mi-
crostructure have hardening effects (also called work-hardening).

ferrite - Body-centered cubic (bcc) iron alloy (a-phase iron)

martensite - Metastable transitional phase between the austenitic (fcc) and ferritic
(bee), having a body-centered-tetragonal (bct) crystal structure in steels. It is the
strongest phase, with needle-like granular structure which occurs by quenching heated
steels in an austenitic phase.

pearlite - Aggregate of ferrite and cementite.

pickling - The process of chemically removing surface oxides and scales from the
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surface of metals by the action of chemical, from inorganic acids, or electrochemical
reactions.

(iuench - Immersion of a metal in oil or water to achieve rapid cooling as part of the
heat treatment process in order to produce a desired effect (typically hardening).
sensitization - intergranular corrosion due to chromium carbides forming in grain
boundaries, dimishing chromium at grain edges and impairing corrosion resistance.
temper - To reheat a hardened metal to a temperature below the transformation
range and then cool at any rate for the purpose of increasing ductility and resilience,
at the expense of loss of hardness.

transformation range - Temperature range over which metallurgical or chemical

transformations occur for a given metal.
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