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ABSTRACT 

 

Neural Processes Underlying Auditory Context Effects 

 

By 

 

Breanne D. Yerkes 

Dr. Joel S. Snyder, Examination Committee Chair 

Associate Professor of Psychology 

University of Nevada, Las Vegas 

 Auditory information within our natural environments is disorganized and often 

ambiguous, leaving our auditory systems with a complex task: organizing sound into coherent 

objects. The auditory system uses both current and prior information to assist in completing this 

task. The influences of previous context on current perception have been referred to as context 

effects. A contrastive context effect results in a current perception that is opposite of what is 

expected based on the physical stimulus properties presented during an immediate context. A 

facilitative context effect results in a current perception that is the same as the perception during 

the immediate context. These two context effects were used in the current study to investigate (1) 

whether they are present during a concurrent sound segregation task (2) whether they arise from 

the same or different neural processes. Participants completed a concurrent sound segregation 

task while electrical brain activity was being recorded using electroencephalography (EEG). 

During the concurrent sound segregation task, participants were presented with sounds and 

indicated whether they perceived one or two auditory objects, revealing how simultaneous   
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sounds are organized. Behaviorally, results indicated a strong presence of the facilitative effect; 

however, no contrastive effect was present. Electrophysiologically, results showed no significant 

contrastive effect and due to an inadequate amount of trials, the facilitative effect was not able to 

be analyzed. The stimulus parameters used in the current study elicited a strong facilitative effect 

but no contrastive effect, highlighting a fundamental difference. The specific stimulus 

parameters used and the resulting outcomes indicate the facilitative effect is more persistent and 

less susceptible to interference than the contrastive effect.  
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CHAPTER 1 

INTRODUCTION 

Sensory information within the real world is constantly changing and often ambiguous, 

yet our sensory systems can resolve these inconsistencies and produce a coherent and stable 

perception of our current environment. Our sensory systems use both current and prior sensory 

information as well as previous experiences to make perceptual decisions about current sensory 

information. For example, previously listening to a fast speaker will likely result in a subsequent 

speaker to be perceived as speaking slower than their actual rate. The influences of previous 

context on current perception have been referred to as context effects.  

Two types of context effects have been identified across several modalities (Carter, 

Konkle, Wang, Hayward, & Moore, 2008; Carter, Snyder, Fung, & Rubin, 2014; Chopin & 

Mamassian, 2012; Riskey, Parducci, & Beauchamp, 1979; Hulshoff Pol, Hijman, Baare, & van 

Ree, 1998; Thiel et al., 2014; Huang & Holt, 2012; Kanai & Verstraten, 2005; Snyder, Carter, 

Lee, Hannon, & Alain, 2008): an effect of prior stimulus (also referred to as adaptation) and an 

effect of prior perception (also referred to as priming, hysteresis, or perceptual stabilization). The 

effect of prior stimulus is dependent upon the physical features of the previously presented 

stimulus (i.e., the context), and is usually contrastive; the perception of the current stimulus (i.e., 

the test) is opposite of what is expected based on the features of the context. For example, the 

motion after-effect (MAE) is a contrastive effect found in vision (Addams, 1834). After 

prolonged exposure to a moving stimulus, a subsequent stationary stimulus appears to be moving 

in the direction opposite of the moving stimulus. Conversely, the effect of prior perception is 

dependent upon the perceptual organization of the context, and is usually facilitative; the 

perception during the test is consistent with the perception during the context. For example, 
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when an ambiguous stimulus (a stimulus that can be perceived in two separate ways) is presented 

intermittently the perception during the test is the same as the perception during the context.  

Context effects are one aspect of how our sensory systems are able to operate efficiently 

and effectively and they likely have important functions in the real world. The contrastive effect 

can prepare the system for the uptake of new information, and may assist in adapting to new 

environments successfully (e.g., adapting to an extremely loud environment such as a concert).  

The facilitative effect may serve as a mechanism for producing coherent perceptions when faced 

with ambiguous and incomplete stimuli, and for stabilizing perceptions of an object or person 

when they move in relation to the observer, or are obstructed by intervening stimuli (e.g., 

continuing to understand a friends’ speech when it is obstructed by ambient noise). Despite the 

pervasiveness and importance of these context effects, the neural processes underlying them are 

not fully understood (Carte et al., 2008; Kanai & Verstraten, 2005; Snyder et al., 2008).  

A question that researchers have been attempting to answer is what are the neural 

processes involved with each effect? More specifically, do they arise from one single process 

(Chopin & Mammassian, 2012; Lages & Treisman, 2010; Noest, 2007; Treisman & Williams, 

1984) or two separate processes (Carter et al., 2014; Kanai & Verstraten, 2005; Schwiedrzik et 

al., 2014) and at what levels of the brain do these processes occur? Studying the processes that 

underlie these effects provides researchers with a better understanding of how our sensory 

systems function in order to produce our coherent perceptions of the world. This information is 

important for improving clinical devices that restore individuals’ perceptions (e.g., cochlear 

implants) and for developing behavioral treatments for individuals living with conditions in 

which sensory processing is impaired (Alain, Dyson, & Snyder, 2006; Alcantara, Weisblatt, 

Moore, & Bolton, 2004; Petkov, O’Connor, Benmoshe, Baynes, & Sutter, 2005; Weintraub et 
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al., 2012). It is clear that context effects play a role in efficient sensory processing; therefore, 

adapting treatments and clinical devices in such a way that utilizes this aspect of processing 

would prove useful. In addition, by studying these effects across different modalities we are able 

to detect differences and similarities among them as well as learn more about how the different 

sensory systems process information. For example, it is possible there are differences in 

processing specific to each modality, but it is also possible there are general processes 

contributing to these context effects. Without studying them separately, these processes cannot 

be identified.  

Although context effects have been studied across different modalities (e.g., taste, smell, 

touch, hearing), they have been studied most extensively in vision. While the research done on 

visual context effects has certainly contributed to the literature, there still remain unanswered 

questions about the specific processes involved within other domains and more specifically, in 

audition. In vision, facilitative and contrastive effects behave in the same predictable way as the 

context effects found in audition (Chopin & Mammassian, 2012; Gibson & Radner, 1937; Kanai 

& Verstraten, 2005; Oruc & Barton, 2010). Therefore, drawing on conclusions from the vision 

literature will be helpful when studying the same effects in an understudied modality, such as 

audition.  

Mostly, these effects have been studied independently and theories of the neural 

processes responsible for producing the contrastive effect are typically attributed to adaptation 

within sensory areas. For instance, Huk, Rees, and Heeger (2001) studied the neuronal basis of 

the motion after effect (MAE) using fMRI (functional magnetic resonance imaging). This 

contrastive effect is usually attributed to the adaptation of direction-selective neurons. To further 

test this idea, Huk et al. (2001) conducted an experiment in which they compared brain responses 
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to a test stimulus that either moved in the same direction as the context stimulus or in the 

opposite direction. The logic was, if adaptation was direction-selective then there should be a 

weaker response to a test stimulus that is moving in the same direction as the context stimulus; 

and there should be a stronger response to the test stimulus that is moving in the opposite 

direction as the context stimulus. Their findings supported this view and they found direction-

selective adaptation occurring strongest in areas MT+, V3A, and V4v. Direction-selective 

adaptation was also found in lower-level areas of the visual system such as V1, V2, and V3 but 

showed smaller effects relative to the other areas. Area MT+ has been found to be involved in 

the perception of motion (Albright, 1993) and area V3A has also been found to strongly respond 

to motion (Smith, Greenlee, Singh, Kraemer, & Hennig, 1998; Tootell et al., 1997). This study 

suggests that the MAE is attributed to the adaptation of direction-selective neurons which are 

found in both lower and higher-level areas of the visual system (Huk et al., 2001).   

Studies examining the facilitative effect have suggested this effect arises from a form of 

implicit memory that persists between stimulus presentations (Noest, van Ee, Nijs, & van Wezel, 

2007; Wilson, 2007; Sterzer & Rees, 2008; Pearson & Clifford, 2004). However, the areas in 

which this form of perceptual memory exists is controversial. A study was done to examine 

what, if any, properties are stored between presentations of a structure from motion stimulus 

(Chen & He, 2004). Structure from motion is when a rotating 3D stimulus such as a sphere 

composed of dots linearly moving back and forth, is presented on a screen in two dimensions. 

The direction of rotation of the 3D stimulus becomes ambiguous. However, when a structure 

from motion stimulus is presented intermittently, perception stabilizes (i.e., facilitative effect). In 

this experiment, the researchers changed certain features of the structure from motion stimulus 

on each presentation such as color, size, and rotation speed. Despite the changing of these 



5 
 

features between consecutive presentations, the percept was still stabilized. They explained those 

certain properties must not have been held in memory since the changing of these features did 

not disrupt the facilitative effect. The features found to be held in memory are the orientation of 

the axis around which the stimulus is rotating and visual location (Maier, Wilke, Logothetis, & 

Leopold, 2003; Chen & He, 2004). When these features changed between stimulus presentations, 

the facilitative effect did not occur. Considering visual location and orientation are both 

processed early in the visual hierarchy, these results suggest this implicit memory is sensitive to 

lower-level characteristics.  

Sterzer & Rees (2008) used a binocular rivalry task in which participants were presented 

with rivalrous stimuli (two separate images presented to each eye) followed by a delay period 

and then presented with rivalrous stimuli again. Participants were asked to report their perception 

after each presentation of rivalrous stimuli while their brain activity was being recorded using 

fMRI. The two rivalrous stimuli used were a female face and a sinusoidal grating. They used the 

female face stimulus in order to examine a specific area of the brain that shows strong selectivity 

to certain stimuli in order to better ascertain whether there is implicit memory involved in the 

facilitative effect. The fusiform face area (FFA) is a region of the brain that has been established 

to strongly respond to faces; therefore, this was the region of interest when analyzing the data. 

They reasoned that if there was some type of implicit memory stabilizing the percept during the 

delay period then they should see increased activity in area FFA when the face percept was 

stabilized across both rivalrous stimuli presentations. The behavioral results revealed a 

facilitative effect such that previously perceiving one stimulus type increased the probability of 

perceiving that same stimulus again. The imaging results showed a significant increase in 

activity in area FFA during the delay period after participants reported a face percept. They 
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indicated a percept-specific “mnemonic” mechanism involved in the facilitative effect. They also 

found significant correlations between brain activity in the prefrontal and parietal regions and the 

tendency to experience perceptual facilitation (Sterzer & Rees, 2008). Taken together, the 

authors explained the facilitative effect by including the involvement of percept-specific activity 

in extrastriate visual areas (V3, V4, and MT) as a possible form of implicit memory required for 

perceptual stabilization. However, it is activity in parietal and pre-frontal regions that aid in 

deciding whether or not the stored percept enters awareness.   

Additional neurophysiological studies have implicated the involvement of frontal and 

parietal areas during perceptual stabilization (Vernet et al., 2015; Sandberg et al., 2014). For 

instance, a study used transcranial magnetic stimulation (TMS) during intermittent presentation 

of ambiguous parallelogram figures that can be perceived as convexed or concaved. TMS uses 

magnetic stimulation to temporarily disrupt activity in a targeted area of the brain resulting in 

effects resembling a lesion. When the intraparietal sulcus (IPS) was disrupted about 70ms before 

the subsequent presentation of the stimulus that had previously been perceptually stabilized, the 

stabilization was disrupted (Vernet et al., 2015). The authors concluded this brain area is 

important for stabilizing percepts during intermittent ambiguous stimulus presentations.  

In summary, the aforementioned studies investigating the facilitative effect provide 

evidence for a type of implicit perceptual memory that aids in perceptual stabilization (Noest, 

van Ee, Nijs, & van Wezel, 2007; Chen & He, 2004; Wilson, 2007; Sterzer & Rees, 2008; 

Pearson & Clifford, 2004). This implicit memory seems to be stored in areas responsible for 

processing certain features of the particular stimulus and is sensitive to lower-level 

characteristics. However, there is also evidence for the additional involvement of higher-order 
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areas (e.g., frontal and parietal) when either deciding which percept will enter awareness (Sterzer 

& Rees, 2008) or to support the stabilization process (Vernet et al., 2015)  

The previously described studies investigated the two context effects separately even 

though they likely operate simultaneously in the real world. Therefore, it is beneficial to use 

experimental paradigms that examine both context effects simultaneously while still allowing for 

them to be analyzed separately. Several studies have used experimental paradigms that achieve 

this.  

In two experiments, Chopin and Mamassian (2012) used binocular rivalry and a tilt after-

effect paradigm to investigate whether the two effects arise from the same or different processes. 

During the binocular rivalry task, participants were first presented with a series of nonrivalrous 

stimuli (the same stimulus was presented to both eyes) and then were presented with rivalrous 

stimuli. Participants indicated their perception after the presentation of each rivalrous stimulus. 

For each reported percept, they looked at what nonrivalrous stimulus was presented directly 

before (~3 min from the current response) or more distant in the stimulus history (~8 min 

beginning about 70 stimulus presentations before the current response) to assess the influence of 

these two time-periods on perception. They found a contrastive effect when analyzing the most 

recent history and a facilitative effect when analyzing the more distant history. During the tilt 

after-effect task, participants were presented with a series of stimuli that had one of two 

orientations followed by an ambiguous test stimulus. Participants indicated which orientation 

they perceived after the presentation of the test stimulus. Again, they found a contrastive effect 

when looking at the most recent history and a facilitative effect when looking at the more distant 

history. The authors explained their results as originating from a single process: predictive 

adaptation. In predictive adaptation, the visual system is making estimates about the world’s 
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statistics using information presented more distant in the past and then generates predictions 

about the future stimulus using the most recent information. These implicit predictions assume 

what is being presented in the most recent history should match what has been presented in the 

more distant history. If a certain proportion of a given stimulus is perceived further in the past, 

then that same proportion is expected in the most recent history. Increasing the proportion of that 

same object during the most recent history will make that stimulus less expected (due to 

adaptation) and therefore less likely to be perceived. Conversely, decreasing the proportion of 

that same stimulus during the most recent history will make that stimulus expected and therefore 

more likely to be perceived (Chopin & Mamassian, 2012). When considering relatively longer 

stimulus history (~ 10 minutes) both the contrastive and facilitative effect can be explained by 

the proportion of specific stimulus presentations. 

In addition to predictive adaptation, criterion setting theory (CST) is another theory that 

explains these two context effects as arising from a single process (Treisman &Williams, 1984; 

Lages & Treisman, 2010). This process involves the initial setting of a decision criterion for 

incoming sensory information based on either previous knowledge, experience, or the initial 

stimulus. Criterion setting mechanisms then use subsequent information to continually adjust the 

criterion to optimize perceptual decision making. Based on this theory, context effects are 

attributed to the shifting of the criterion based on the previous context (Treisman & Williams, 

1984; Lages & Treisman, 2010).   

Recently, contrastive and facilitative effects were studied using plaid stimuli while 

simultaneously recording brain activity using electroencephalography (EEG) (Carter et al., 

2014). Results show support for separate processes involved with each effect. The plaid stimulus 

was two superimposed gratings moving at the same speed but in different directions. The angle 
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between the directions of movement of the two gratings can be manipulated to induce perception 

of a single moving grating, two separate gratings moving in opposite directions, or an ambiguous 

grating. Trials consisted of a context sequence followed by a test sequence. The context sequence 

consisted of one of three stimuli: a single plaid stimulus, two separate stimuli, or an ambiguous 

plaid stimulus. The test sequence always consisted of an ambiguous plaid stimulus. Participants 

reported their perception after the presentation of each stimulus. Behaviorally, facilitative and 

contrastive effects were both found. Furthermore, separate event-related potential (ERP) 

modulations were found specific to both effects. For the contrastive effect, there was a 

significant linear trend for ERP amplitude to decrease over time during the test, which is contrary 

to the amplitude increasing over time during the context sequence. In addition, different scalp 

topographies were found for the processing of the context sequences and test sequences. Low 

correlations between the angle-related modulations during the context and test sequences were 

also found. Together, these results indicate that different neuronal populations are involved in the 

processing of the current stimulus and the contrastive effect. This seems to be contrary to other 

findings suggesting the contrastive effect occurs within the same areas responsible for processing 

the features of a particular stimulus. However, this does not rule out the possibility that 

contrastive effects arise from adaptation of neurons in areas responsible for processing the 

particular stimulus; this may just be an indication of the involvement of additional brain areas 

during the contrastive effect. For the facilitative effect, an increased positivity during the test was 

associated with a segregated percept and unlike the contrastive effect there was a significant 

correlation between the percept-related brain activity during the context and test. This result 

suggests common processes involved in the processing of the current stimulus and the facilitative 

effect and can be taken as evidence for an implicit memory persisting between the context and 
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test. Overall, different electrophysiological findings were present for the contrastive and 

facilitative effect; thus, providing evidence that these effects arise from different processes. 

Auditory context effects have been studied using a sequential stream segregation  

paradigm that consists of a context period, a silent period, and a test period. Stimuli consist of 

alternating low and high pitch pure tones where every other high pitch tone is replaced by a 

silence. The resulting sequence is a repeating ABA- pattern and can be perceived one of two 

ways. When the frequency separation (∆𝑓) between the A and B tones is small, it is typically 

perceived as one coherent stream resembling a galloping rhythm. When the ∆𝑓 is large, it is 

typically perceived as two separate streams resembling two even metronomes. A sequence with 

an intermediate ∆𝑓 is ambiguous in which it is possible to hear either one or two streams 

(Bregman, 1990; Van Noorden, 1975).  

Across several studies, using the aforementioned stream segregation paradigm, a 

contrastive effect of prior stimulus was found such that being presented with a small ∆𝑓 during 

the context resulted in a higher proportion of two stream percepts during the test and vice versa 

when a large ∆𝑓 was presented during the context. A facilitative effect was also found when both 

the context and test consisted of ambiguous sequences such that the perception during the 

context (i.e., either one or two streams) persisted during the test (Snyder et al., 2008; Snyder, 

Carter, Hannon, & Alain, 2009a; Snyder, Holder, Weintraub, Carter, & Alain, 2009b; Snyder & 

Weintraub, 2011; Snyder & Weintraub, 2013). In a follow up study, Snyder et al. (2009a) used 

sequences with different frequency ranges during the context and test and although reduced, still 

found a contrastive effect. This finding suggests that this effect may arise from the adaptation of 

neurons in auditory cortex that are widely tuned to frequency information.  
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Furthermore, Snyder et al. (2009b) recorded brain activity using EEG while participants 

completed the previously described stream segregation task. They found different neural 

modulations and scalp topographies associated with each effect, suggesting different processes. 

For the contrastive effect, the ERPs elicited during the test consisted of a decreased P1 (~ 80-90 

ms post stimulus onset) amplitude as the ∆𝑓 during the context increased. This early modulation 

might be indicative of adaptation occurring in lower-level sensory areas. For the facilitative 

effect, there was a positive modulation during the test occurring at the beginning of a tone 

sequence associated with the stabilization of a two-object percept. This modulation might be 

indicative of some form of implicit memory or sustained response that continues to bias 

perception through the silent interval between the context and test.   

Taken together, there are studies suggesting that both effects arise from one single 

process (Chopin & Mamassian, 2012; Treisman & Williams, 1984; Lages & Treisman, 2010) 

while others claim these effects arise from two separate processes (Carter et al., 2014; Kanai & 

Verstraten, 2005; Schwiedrzik et al., 2014; Snyder et al., 2009b). Furthermore, there are studies 

claiming the involvement of adaptation of neurons responsible for processing certain features of 

a particular stimulus in lower-level areas with the contrastive effect (Huk et al., 2001; Kanai & 

Verstraten, 2005; Schwiedrzik et al., 2014; Snyder et al., 2009a) while higher-level areas are 

involved with the facilitative effect (Kanai & Verstraten, 2005; Schwiedrzik et al., 2014; Sterzer 

& Rees, 2008; Vernet et al., 2015). Conversely, there are also studies claiming the facilitative 

effect involves lower-level sensory areas (Chen & He, 2004; Chopin & Mamassian, 2012; 

Pearson & Clifford, 2004; Sterzer & Rees, 2008). In summary, the phenomena of context effects 

and the neural processes involved are conflicting and not fully understood.  



12 
 

CHAPTER 2 

CURRENT STUDY 

The current study will use an auditory scene analysis (ASA) task (mistuned harmonic 

segregation) to investigate context effects in audition.  Auditory scene analysis (ASA) is the 

process of organizing acoustic information within our environment into meaningful objects, 

resulting in our coherent perceptions of sound (Bregman, 1990). Scientists study ASA in order to 

reach a better understanding of how the auditory system functions. Context effects likely have 

important functions related to ASA, and sensory processing in general. Therefore, researching 

auditory context effects using an ASA task will contribute to the literature on ASA as well as to 

the literature on context effects, thus providing knowledge about auditory processing and sensory 

processing in general. The stream segregation paradigm used in the studies conducted by Snyder 

and colleagues is also an ASA task. That paradigm simultaneously investigated the sequential 

organization of sounds and auditory context effects. These tasks typically use longer stimulus 

sequences in order to evaluate how sensory information is organized over time. For instance, 

sequential organization is necessary for identifying the melody of a particular song. The task in 

the current study will investigate the concurrent organization of sounds while simultaneously 

investigating context effects. These tasks typically involve the presentation of multiple sounds 

that overlap in space and time in order to investigate how simultaneous sound sources are 

organized into distinct objects. For instance, concurrent organization is necessary for being able 

to distinguish between simultaneous speakers at a dinner party. 

The current study has three aims. The first is to determine if context effects are present 

during a mistuned harmonic segregation task (Alain, Arnott, & Picton, 2001; Hartmann, 

McAdams, & Smith, 1990; Moore, Glasberg, & Peters, 1986). The second is to identify the 
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neural processes associated with each context effect. The third is to investigate whether these 

effects arise from the same or different neural processes. The current study used a mistuned 

harmonic segregation task and was structured such that trials consisted of a context stimulus, a 

silence, and a test stimulus. The stimuli used were 400 ms harmonic complex tones. The physical 

structure of the complex tones was manipulated in one of three ways: to induce a perception of 

one auditory object (i.e., tuned), two auditory objects (i.e., mistuned), or to induce a perception 

where it was equally likely to perceive one or two objects (i.e., ambiguous). Throughout the 

experiment, the context contained all three manipulations while the test contained only the 

ambiguous complex tone. After the presentation of each sound, participants indicated whether 

they heard the stimulus as “tuned” or “mistuned”. Participants performed this behavioral task 

while simultaneously recording brain activity using EEG. This allowed for the investigation of 

whether these effects were present during a mistuned harmonic segregation task, what neural 

mechanisms were associated with each effect, and whether these effects arise from the same or 

different processes.  

EEG is a useful tool when researching the underlying processes associated with the 

processing of a certain stimulus, or phenomenon. Although EEG does not have the same source 

localization abilities as other brain imaging techniques such as fMRI, it does have superior 

temporal precision, and source localization techniques are available to apply to EEG data. 

Precise temporal information can provide information about where certain processes are taking 

place within the brain, in addition to when. For example, it is generally considered that neural 

activity occurring earlier in time is indicative of lower-level processes while activity occurring 

later is indicative of higher-level processes (Luck, 2005; Luck, 2012). The precise timing of EEG 

is also useful for identifying components that are fundamental to a certain process or task. Once 
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these components are identified they can be examined for differences due to experimental 

manipulations.  

ERP components fundamental to mistuned harmonic segregation have been identified 

through research done by Alain and colleagues and will help to guide this current study. In these 

studies, they used harmonic complex tones that were manipulated as to induce either a tuned or 

mistuned percept while recording brain activity using EEG. Isolating the differences between 

two conditions is best illustrated through calculating difference waves. For example, subtracting 

neural activity associated with a one-object percept from neural activity associated with a two-

object percept will leave only the difference in activity between the two conditions. Through 

several experiments, Alain and colleagues have found two components referred to as the object-

related negativity (ORN) and the P400 through calculating difference waves (Alain et al. 2001, 

Alain, Schuler, & McDonald, 2002; Alain, Theunissen, Chevalier, Batty, & Taylor, 2003, Alain 

& Izenberg, 2003). The ORN is an increased negativity around 140 ms post stimulus onset, is 

maximal at frontocentral sites and reverses in polarity at inferior temporal sites. This reversal 

pattern suggests neural generators in or around the primary auditory cortex and source 

localization techniques have provided further support for this claim (Alain et al. 2001; Alain et 

al. 2003; Arnott, Bardouille, Bernhard, & Alain, 2011). This is consistent with other research 

providing evidence for the role of primary auditory cortex in the segregation of concurrent 

auditory stimuli (Alain, 2007; Bidet-Caulet, Fischer, Bauchet, Aguera, & Bertrand, 2007). The 

putative location, along with the presence of the ORN during both active and passive listening, 

and when competing tasks are being performed, suggests a somewhat automatic process related 

to concurrent sound segregation that physically evaluates the structure of the stimulus (Alain et 

al., 2001; Alain et al., 2002; Alain & Izenberg, 2003; Dyson, Alain, & He, 2005). The P400 is an 
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increased positivity around 350 ms poststimulus onset, is maximal at frontocentral cites and 

reverses in polarity at occipital and temporal sites (Alain et al. 2001, Alain et al., 2002). It is also 

thought to be an index of concurrent sound segregation, increasing in amplitude with larger 

mistuning percentages, but unlike the ORN, it is only present when participants are asked to 

make perceptual judgments (Alain et al. 2001; Alain et al., 2002). The P400 has a scalp 

distribution that is more widespread relative to the ORN and reverses in polarity between 

frontocentral and occipital and temporal sites suggest generators in auditory association cortices 

and the temporal lobe (Alain et al., 2001). The P400 has been posited to reflect more controlled 

processes, that occur higher up in the hierarchy of the auditory system, that evaluate whether 

there is more than one object present (Alain et al., 2001; Alain et al., 2002). These components 

served as a starting point for ascertaining what neural processes were associated with the context 

effects within a mistuned harmonic segregation task. 
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CHAPTER 3 

METHODOLOGY 

Participants 

Thirty normal-hearing adults (<30 dB HL from 250 to 8000 Hz, 19 female, age range = 

18-27 years, mean age = 21.96) from the University of Nevada, Las Vegas and the Las Vegas 

community participated after giving written informed consent according to the guidelines of the 

University’s office for the Protection of Research Subjects. A total of four participants were 

excluded from the final analysis for excessive artifacts in the EEG recordings, defined as 

retention of less than 40% of the trials in the analysis.  

Stimuli 

Auditory stimuli were generated off-line in Matlab (The MathWorks, Inc., Natick, MA) 

and consisted of complex sounds with a fundamental frequency (𝑓₀) of 200 Hz comprised of five 

pure tones at equal intensity (400 ms in duration, including 5 ms rise/fall times). Figure 1 depicts 

the structure of the complex tones. The sounds were presented binaurally through ER3A 

headphones (Etymotic Research, Inc., Elk Grove Village, IL) at around 65 dB sound pressure 

level (SPL). Stimuli were presented and behavioral responses were collected by a custom 

program written in Presentation (Neurobehavioral Systems, Inc., Albany, CA), running on a 

Pentium 4 computer with a SB X-Fi sound card (Creative Technology, Ltd.). Behavioral 

responses were collected on a RB-830 response box (Cedrus Corporation, San Pedro, CA).  

Procedure 

Each trial consisted of a 400 ms context stimulus and a 400 ms test stimulus, with a 2 s 

silent duration between the two tones. The intertrial interval was 2 s. Context stimuli consisted of  
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a 400 ms complex sound that was either “tuned” in which all the harmonics were an integer 

multiple of the 𝑓₀ of 200 Hz or “mistuned” in which the second harmonic differed from 400 Hz 

upwards by 2% (408 Hz) or 16% (464 Hz) of its original value. Test stimuli always consisted of 

a mistuned complex sound in which the second harmonic was mistuned upwards by 2% (408 Hz) 

of its original value. Figure 2 depicts the structure of the experimental trials. Based on a pilot 

study that was previously conducted, the  

2% mistuning percentage lead to an ambiguous percept in which it is possible to either hear out 

the mistuned harmonic or perceive it as tuned. By keeping the test at a constant ambiguous 

Figure 2. Example of an experimental trial. Each trial consisted of a 400 

ms context tone that was mistuned by 0, 2, or %16, a 2000 ms inter-

stimulus interval, a 400 ms test stimulus that was mistuned at a constant 

2% and then a 2000 ms inter-trial interval. After the presentation of each 

stimulus participants indicated whether their perception was tuned or 

mistuned. 

Figure 1. Structure of stimuli used in the current study. Harmonic 

complex tones consisted of 5 harmonics with a fundamental 

frequency of 200 Hz. Stimuli were either tuned (left) in which each 

harmonic was an integer multiple of the fundamental (200 Hz) or 

mistuned in which the second harmonic was mistuned upwards by 

either 2% (408 Hz) or 16% (464 Hz).  
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mistuning percentage, any changes in response to the stimuli can be attributed to the 

manipulation during the context. Additionally, effects of context are most prominent when the 

stimulus characteristics of the test are not biased as to induce a particular percept (e.g., 

ambiguous stimuli). 

During both the context and test participants were instructed to listen to the sounds and 

make perceptual judgments based on how they heard the sounds. Tuned stimuli were described 

to participants as sounding “buzzy” in which only one auditory object was present and mistuned 

stimuli were described as sounding “buzzy and beepy” in which two auditory objects were 

present.  Participants were told to press one button on the response box if they heard the sound as 

“buzzy” (i.e., tuned) and to press another button on the response box if they heard the sound as 

“buzzy and beepy” (i.e., mistuned). Participants were played examples of both tuned and 

mistuned stimuli prior to the experiment to ensure they could perceptually differentiate the two 

sounds. Next, participants completed 12 practice trials that also consisted of a context and test 

stimulus but included variations of tone duration and mistuning percentage during the context 

that differed from experimental trials. The mistuning percentage of the test stimulus remained the 

same as experimental trials (2%). Participants were not explicitly told there were context and test 

periods, instead they were told to respond after the presentation of each sound, and to let their 

perception take a natural course. In total, the experiment consisted of 600 trials, 200 for each 

mistuning percentage during the context (0, 2 and 16%), and were broken up into eight separate 

blocks comprised of 75 trials each. Trials were randomized within blocks. Participants were 

seated in a sound-attenuated booth (Industrial Acoustics Corp., Bronx, NY) and were asked to 

maintain fixation on a white cross on a black background in the center of the computer screen 
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throughout the experiment. They were also asked to refrain from any bodily movements 

including their eyes and head while stimuli were being presented. 

Electrophysiological Recording. Electroencephalographic (EEG) signals were digitized 

continuously using a Biosemi ActiveTwo system (http://www.biosemi.com). The EEG was 

recorded from an array of 72 electrodes, with a Common Mode Sense (CMS) active electrode 

and Driven Right Leg (DRL) passive electrode serving as ground and re-referenced to the 

average of all electrodes (see http://www.biosemi.com/faq/cms&drl.htm), placed at 64 points 

based on the 10/20 system in a Biosemi electrode cap and 8 additional points below the hairline 

(both mastoids, both pre-auricular points, outer canthus of each eye, and inferior orbit of each 

eye) and were recorded on to a PC desktop computer for off-line analysis. Before EEG 

recording, conducting gel was applied to the skin at each electrode site with the cap on and 

sintered Ag-AgCl pin type electrodes were fitted into place at each site in the cap. Electrodes 

were attached to eight sites below the hair line. Voltage offsets were below 40μV prior to 

recording, and the resting EEG was checked for any problematic electrodes prior to and 

throughout the recording session.  

Behavioral Analyses. Two behavioral analyses were conducted; one that examined the 

effect of mistuning during the context and another that examined the two context effects. To look 

at the effect of mistuning during the context, the proportion heard as mistuned was calculated for 

each mistuning percentage (0, 2 and 16%) and resulting values were entered into a one-way 

repeated-measures ANOVA to reveal any differences in behavioral responses during the context 

as a function of mistuning percentage.  To examine the two context effects, behavioral data was 

first organized into two separate groups based on whether the context was perceived as tuned or 

mistuned. Within those two groups, the proportion heard as mistuned during the test was 

http://www.biosemi.com/
http://www.biosemi.com/faq/cms&drl.htm
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calculated for each participant and for each mistuning percentage presented during the context 

(0, 2 and 16%). The resulting values were entered into a 2 (perception during the context) x 3 

(mistuning percentage during the context) repeated-measures ANOVA to reveal any differences 

in the proportion heard as mistuned during the test as a function of both perception and 

mistuning percentage during the context. When there was more than one level present in an 

ANOVA, the degrees of freedom were adjusted with the Greenhouse-Geisser epsilon (ɛ) and all 

reported probability estimates were based on the reduced degrees of freedom.  

Electrophysiology Analyses. All off-line ERP analyses were performed using Brain 

Electrical Source Analysis software (BESA; MEGIS Software GmbH, Grafelfing, Germany). 

Noisy electrodes were interpolated prior to analysis. Ocular artifacts (blinks, saccades and 

smooth movements) were corrected automatically with a spatial-filtering-based method (Ille, 

Berg, & Scherg, 2002). Epochs contaminated by artifacts (amplitude > 120 μV, gradient > 75 

μV, low signal < 0.01 μV) were automatically rejected before averaging. EEG epochs were 

averaged separately across all non-artifact trials for each of the ten different ERPs of interest, for 

each electrode site, and re-referenced to the average of all electrodes not adjacent to the eyes. 

The ERPs of interest were those elicited during the context and corresponding test for each 

separate mistuning percentage (0, 2 and 16%) and those elicited during the context and test when 

the tone was perceived as tuned and mistuned only for conditions where the mistuning 

percentage was 2%. Epochs began 500ms before stimulus onset and continued for 1000ms. ERP 

averages were baseline corrected by subtracting the average of the 100ms pre-stimulus period 

from each point in the entire epoch. Epochs were digitally bandpass filtered to attenuate 

frequencies below 0.01 Hz (6dB/octave attenuation, forward) and above 30 Hz (24dB/octave 

attenuation, zero phase). The ERPs of interest were averaged across all participants and were 
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quantified by calculating the mean amplitude in selected latency regions relative to the 100 ms 

baseline activity.   

Difference waves were also computed in which the ERP elicited during one trial type was 

subtracted from the ERP elicited during a different trial type.  Difference waves are especially 

useful when attempting to isolate differences in neural activity between two conditions and for 

isolating ERP components that are fundamentally associated with a certain task or process. 

Difference waves were calculated to look at the effects of current mistuning (16% Context – 0% 

Context), current perception (Mistuned Percept – Tuned Percept), prior mistuning (0% Test – 

16% Test), and prior perception (Mistuned Percept – Tuned Percept).  

Lastly, overall strength of neural activity and dissimilarity of scalp configurations across 

epochs were calculated. The overall strength of neural activity across time points for each 

condition of interest is indexed by calculating global field power (GFP). This was done by 

calculating the standard deviation of the voltage across all electrodes at each time point for each 

participant. The resulting values were then averaged across subjects and specified time ranges 

were compared between conditions.  The ORN (125-210 ms) and P400 (350-420 ms) time 

ranges were used during the context and the resulting values were entered into a one-way 

repeated measures ANOVA to test for differences in overall strength between the three 

mistuning percentages (0, 2, and 16). The ORN (105-170 ms) time range during the test was 

used to investigate differences in overall strength as a function of mistuning percentage during 

the test. The resulting values were entered into a one-way repeated measures ANOVA.  The 

dissimilarity of scalp configurations between conditions of interest are indexed by calculating 

global map dissimilarity (GMD). This was done by computing the standard deviation between 

successive topographies considering all possible electrodes across each time point within a given 
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epoch (e.g., global dissimilarity for topography (1) and topography (2), topography (2) and 

topography (3), etc.) irrespective of the strength of neural activity. More specifically, where are 

the maxima and minima voltages distributed within a given topography and how does the spatial 

distribution of these voltages differ between each time point. The resulting values are then 

averaged across subjects and compared between conditions (Context 0 vs. Context 2, Context 0 

vs. Context 16, Context 2 vs. Context 16, Test 0 vs. Test 2, Test 0 vs. Test 16, Test 2 vs. Test 

16). This analysis was completed using Cartool and the resulting dissimilarity values range from 

0 (no difference) to 2 (topographic inversion). A non-parametric randomization test was used to 

test for statistically significant topographical differences at each time point and were indexed by 

a value of less than .05. The computation done during the statistical test was as follows: (1) 

randomly assigning the topography maps of subjects into different groups, (2) averaging the new 

groups ERP’s, (3) recalculating the GMD values. This procedure is repeated a number of times, 

2ⁿ, where ‘n’ is the total number of subjects, and the GMD values from each permutation are 

compared to the GMD values from the actual data to assess the probability that the GMD values 

from the randomization procedure are higher than the actual GMD values. Traditional ERP 

analyses include selecting subsets of electrodes and computing mean amplitudes or latencies in 

specified time ranges that are reference dependent. GFP and GMD are reference free analyses 

that take into account all electrodes simultaneously, thus revealing an unambiguous measure of 

potential field strength and dissimilarity of scalp configurations across time (Lehmann & 

Skrandies, 1980). Using these two analyses in conjunction can provide insight as to whether 

conditions are differing only in overall neural strength or if they also differ in scalp 

configurations. 



23 
 

CHAPTER 4 

RESULTS 

Behavioral Results  

In line with previous research, a one-way repeated measures ANOVA revealed larger 

mistuning percentages during the context resulted in greater amounts of mistuned percepts, F 

(2,50) = 70.33, p < .001, p
2 = .74 (Alain et al., 2001; Moore et al., 1986; Hartmann et al., 1990). 

The 2 (prior perception) x 3 (prior mistuning) repeated-measures ANOVA was computed to 

investigate the effect of prior mistuning, the effect of prior perception, and any interactions that 

Figure 3. Behavioral results for the effect of prior mistuning and prior 

perception. The proportion heard as mistuned during the test for each 

mistuning percentage during the context and for each prior percept. 

Red line depicts the effect of prior mistuning when the context was 

perceived as tuned and the black line depicts the effect of prior 

mistuning when the context was perceived as mistuned. The effect of 

prior perception is evident by the distance between the red and black 

lines during the 2% context mistuning.  
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may be present. There was a non-significant main effect of prior mistuning, F (2,38) = 2.93, p = 

.076, p
2 = .13, with a trend for more perception of two objects with smaller prior mistuning. 

There was a significant effect of prior perception, F (1,19) = 20.25, p < .001, p
2 = .52, such that 

there was a greater likelihood that the ambiguous test stimulus was perceived as mistuned when 

the context stimulus was perceived as mistuned and vice versa when the context stimulus was 

perceived as tuned (facilitative) for the 0 and 2% mistuning conditions. Lastly, results showed a 

significant interaction, F (2,38) = 16.92, p < .001, p
2 = .47. These results are plotted in Figure 3. 

The significant interaction revealed that the effect of prior perception was largest when the 

context mistuning was 2%, F (1,27) = 56.48, p < .001, p
2 = .68, relative to when the context 

mistuning was 0%, F (1,27) = 12.69, p < .001, p
2 = .32, and not present during the 16% context 

mistuning condition, F (1,25) = .08, p = .75, p
2 = .003. However, I was mostly interested in the 

effect of prior perception when the context and test mistuning were 2%. I will not further 

speculate about the presence of a facilitative effect for the 0% mistuning condition and the lack 

of effect during the 16% context condition. Additionally, there were very little two object 

percepts during the 0% context and very little one object percepts during the 16% context so it is 

possible that these effects or lack thereof are merely artifacts of extremely uneven amounts of 

trials.  

Event-Related Potential Data 

 Waveform Analyses. Figure 4 presents the grand average ERP waveforms elicited by 0, 

2 and 16% mistunings during the context and the scalp topography of the difference wave (16% - 

0%) during the ORN time range. The ERPs elicited during the context for each trial type (0, 2 

and 16%) were averaged separately and entered into a one-way repeated measures ANOVA to 

test for differences in ERP amplitude during the ORN and P400 time ranges. Figure 5 shows the 
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mean amplitude for each mistuning percentage presented during the context for the ORN and 

P400 time ranges. The ANOVA during the ORN time range (125-210 ms) using electrodes Fcz, 

Fz, F1, F2, Fc1 and Fc2 replicated previous findings such that larger mistuning percentages elicit 

greater amplitudes, F (2,50) = 6.25, p < .005, p
2 = .2 (Alain et al. 2001; Alain et al. 2002). Post-

hoc paired-samples t-test’s revealed greater negative amplitudes during the 16% mistuning 

condition when compared to the 0%, t (25) = 3.34, p < .01, and the 2% conditions, t (25) = 2.32, 

p < .05. However, there was no amplitude difference between the 0% and 2% conditions, t (25) 

= .37, p = .71. The ANOVA during the P400 time range (350-420 ms) using electrodes Fcz, Cz, 

Fc1, Fc2, Cz and C2 also replicated previous findings such that greater mistuning percentages 

elicited greater amplitudes, F (2,50) = 12.29, p < .001, p
2 = .33 (Alain et al. 2001; Alain et al. 

2002). Post-hoc paired-samples t-test’s revealed greater positive amplitudes during the 16% 

mistuning condition when compared to the 0%, t (25) = -3.59, p < .001, and the 2% conditions, t 

(25) = -3.64, p < .001. Again, there was no amplitude difference between the 0% and 2% 

conditions, t (25) = -.79, p = .44.  

The ERPs elicited during the test for each mistuning percentage presented during the 

context (0, 2 and 16%) were averaged separately across all participants. The resulting ERPs are 

depicted in Figure 6. Mean amplitude was calculated during the ORN time range (105-170 ms) 

using electrodes Fcz, Fz, Cz, Fc1 and C1 and during the time range where a late difference 

appeared (520-620 ms) using electrodes F1, Fc1, Fc2, Fz, F2 and Fcz for each condition (0, 2 

and 16%). Resulting values were entered into a one-way repeated measures ANOVA to test for 

differences in ERP amplitude during the test as a function of mistuning percentage during the 

context. Figure 7 shows the mean amplitude for the ORN time range during the test for each 

mistuning percentage presented during the context. Although the effect of prior mistuning during 
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the ORN time range was not significant, F (2,50) = 3.11, p = .058, p
2 = .11, the 16% mistuning 

condition did elicit quantitatively smaller amplitudes during the test (M = -1.04) relative to the 

2% (M = -1.28) and 0% conditions (M = -1.23). This result, albeit statistically insignificant, 

indicates there is some adaptation occurring within auditory cortex. Given, that there is no 

behavioral contrastive effect could mean this possible adaptation occurring in primary auditory 

cortex is not sufficient to influence perceptual processes. The late difference also revealed no 

significant differences between conditions, F (2,50) = 2.4, p = .11, p
2 = .426.  
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Figure 4. Electrophysiological data elicited during the context for 0, 2 and 16% mistunings. ORN and P400 

were most prominent at frontocentral electrodes and reversed polarity at parietal electrodes. ORN and P400 

amplitudes increased with greater mistuning percentage. Scalp topography shown during as the difference 

between the 16 and 0% mistunings during the ORN time range (~ 135 ms).  

Figure 5. (A) calculated mean amplitude during ORN time range (125 – 210 ms) during the context for each 

mistuning percentage. (B) calculated mean amplitude during P400 time range (350 – 420 ms) during the 

context for each mistuning percentage. Significant differences between conditions are denoted by asterisks. 
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Figure 6. Electrophysiological data elicited during the test for 0, 2 and 16% mistunings. ORN and was 

most prominent at frontocentral electrodes and reversed polarity at temporal electrodes. Additionally, a 

late difference (LD) emerged around 520 ms and reversed polarity at temporal electrodes. Scalp 

topography shown as the difference between the 0% and 16% mistunings during the ORN time range (~ 

135 ms).  

Figure 7. Calculated mean amplitude during ORN time range 

(105 – 170 ms) during the test for each mistuning percentage 

presented during the context. Results revealed no significant 

differences. 
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To examine the effect of current perception, the ERPs elicited during the context for 

tuned and mistuned percepts were averaged separately. Only conditions in which the context was 

mistuned by the ambiguous 2% were analyzed in order to examine the effects of current 

perception while controlling for any confounding physical stimulus differences. To examine the 

effect of prior perception, the ERPs elicited during the test when the context was perceived as 

tuned and mistuned were averaged separately. Only conditions in which the context and test 

were both mistuned by the ambiguous 2% were analyzed. Due to an extremely uneven amount of 

one object and two object responses, the electrophysiological data related to the effect of current 

and prior perception were not further statistically analyzed. It is important to have sufficient 

trials when statistically analyzing event-related potential data to reliably remove artifacts and 

other noise from the signal. The paucity of two object responses rendered the current and prior 

two object conditions extremely noisy. Therefore, I did not feel reliable or valid interpretations --

relating to the effect of current and prior perception--could be made.    

Global Field Power Analyses. In addition to the traditional event-related potential 

analyses (i.e., computing mean amplitudes), I computed the overall strength of neural activity 

across all electrodes within the ORN time range (125-210 ms) separately for each condition 

(Context 0, 2 and 16%, Test 0, 2 and 16%) and during the P400 time range (350-420 ms) only 

for the context conditions (0, 2 and 16%) (Alain et al., 2001). Results indicated a significant 

effect of context mistuning, F (2,50) = 6.82, p < .01, p
2 = .21 during the ORN time range. Post-

hoc paired-samples t-test’s revealed greater overall strength of neural activity during the 16% 

mistuning condition when compared to the 0%, t (25) = -4.02, p < .001, and the 2% conditions, t 

(25) = -2.42, p < .05. However, there was no difference in overall strength of neural activity 

between the 0% and 2% conditions, t (25) = -.42, p = .68. This aligns with the traditional ERP 
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results showing greater amplitudes during the 16% context condition when compared to the 0% 

and 2% conditions and the lack of difference in mean amplitude between the 0% and 2% 

mistuning conditions. The greater strength in neural activity during the 16% condition could 

reflect a mismatching process based on the physical stimulus between the expected harmonic 

template derived from the first two harmonics and the mistuned third harmonic. The lack of 

difference between the 0% and 2% conditions might be because the mistuning percentage of 2% 

is too small to elicit a strong mismatch. When investigating the differences in overall neural 

strength between the 0, 2 and 16% context mistunings during the P400 time range (350-420 ms) 

results revealed no significant effects, F (2,50) = 1.6, p = .21, p
2 = .06. Lastly, there were no 

significant effects of GFP during the test within the ORN time range (105-170 ms), F (2,50) = 

1.21, p = .3, p
2 = .05. Lastly, GFP analyses were computed during the test within the time range 

of the late difference and the results were not significant, F (2,50) = 1.46, p = .24, p
2 = .24. GFP 

values are plotted in Figure 8.  

Global Map Dissimilarity Analyses. The topographic dissimilarities between conditions 

at successive time points were calculated and the results during the context are plotted in Figure 

9 while the results for the test are plotted in Figure 10. There were no significant topographic 

dissimilarities in the ORN or P400 time ranges when comparing the 0% and 2% mistuning 

conditions. There were significant topographical differences during the P400 time range when 

comparing the 0% and 16% mistuning conditions and when comparing the 2% and 16% 

mistuning conditions. This might be reflective of the recruitment of additional brain areas when 

making perceptual decisions and when the current percept is two objects. This explanation 

coincides with results from a study that used fMRI to further elucidate the neural substrates 

involved with sequential stream segregation. They found activity within the intraparietal sulcus 
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when participants perceived an ambiguous tone sequence as two streams (Cusack, 2005). There 

were no significant GMD results during the test.  

 

 

  

 

Figure 8. (A) Context GFP depicted for each mistuning percentage. Significant 

differences in GFP are present during the ORN time range (105-170 ms). (B) Test 

GFP depicted for each mistuning percentage presented during the test. There were 

no significant differences during the test.  
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Figure 9. GFP and GMD plotted for each condition comparison during the context. Grey boxes indicate 

significant GMD time ranges. (A) Significant GMD time range for the 0% vs. 16% comparison was 300 ms – 

720 ms. Corresponding topographies during the P400 time range (390 ms) are shown to the right. (B) Significant 

GMD time range for the 2% vs. 16% comparison was 311 ms – 1000 ms. Corresponding topographies during the 

P400 time range (390 ms) are shown to the right. No significant GMD was found for the 0% vs. 2% comparison.     
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Figure 10. GFP and GMD plotted for each condition comparison during the test. (A) results for the 0% vs. 

16% comparison. (B) results for the 2% vs. 16% comparison (C) results for the 0% vs. 2% comparison. All 

comparisons yielded non-significant results.      
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CHAPTER 5 

DISCUSSION 

General Discussion 

The current study has satisfactorily replicated several previous findings related to 

concurrent sound segregation while providing additional evidence with the use of two non-

standard electrophysiological analyses. Behavioral data from the current study replicated the 

well-known effect of current mistuning such that greater mistuning percentages resulted in 

greater amounts of two object percepts (Moore et al., 1986; Hartmann et al., 1990; Alain et al., 

2001; Alain et al., 2002; Alain & Izenberg, 2003; Alain, 2007; Arnott et al., 2011). 

Electrophysiological data replicated the presence of two components related to concurrent sound 

segregation: the ORN and P400. The ORN and P400 components were present during the 

context and increased in amplitude with greater mistuning percentages (Alain et al. 2001, Alain 

et al., 2002; Alain et al., 2003, Alain & Izenberg, 2003).  

Additional non-traditional electrophysiological analyses were used to measure overall 

strength of neural activity (GFP) and overall topographical differences (GMD). This was a novel 

approach to analyzing the ORN and P400 components. There was a significant effect of GFP 

during the ORN time range signifying greater overall neural strength when the context stimulus 

was mistuned by 16% relative to the 0 and 2% conditions (Alain & Izenberg, 2003; Arnott et al., 

2011). Fishman (2010) recorded neural activity within primary auditory cortex of monkeys using 

harmonic complex tones. They found increased activity in neuronal populations that were 

selectively tuned to the frequency of the mistuned harmonic. Their activity increased with greater 

mistuning percentages. The greater GFP found during the 16% condition likely reflects this 

process. The increased activity within primary auditory cortex to mistuned harmonic complex 
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tones could increase the overall synchronization of neural activity and be reflected in the cortical 

recordings of the current study. However, there was no significant difference in GFP during the 

ORN time range between the 0% and 2% conditions. This could be due to the difference in 

frequency of the second harmonic between the 0% and 2% mistunings being too small (4 Hz) to 

elicit a significant result, especially when recording electrical activity from the scalp. While 

tonotopic areas of primary auditory cortex have been shown to be sensitive to small changes in 

frequency, a mistuning percentage that elicited significant differences in amplitude or response 

strength was 8% (Fishman, 2010). Results from the GMD analyses indicated no difference in 

scalp topographies between the 0, 2 and 16% conditions during the time range of the ORN. 

Previous research has shown the ORN has neural generators within primary auditory cortex 

(Alain & Izenberg, 2003). The absence of topographic differences in combination with the GFP 

results supports the notion that local neuronal populations selectively tuned to the frequency of 

the mistuned harmonic are increased in tonotopic areas of the auditory cortex when segregating 

concurrent objects. Finally, there was no effect of GFP during the time range of the P400 during 

the context; however, there were topographic differences between the 16% and 0% conditions as 

well as the 16% and 2% conditions. There were no topographic differences between the 0% and 

2% conditions. The P400 is thought to reflect perceptual processes involved in making active 

judgments about whether there are one or two objects present (Alain et al., 2001; Alain et al. 

2002). Behaviorally, the 0% and 2% conditions elicited a greater number of one object percepts 

when compared to the 16% condition. It is possible this result reflects the recruitment of 

additional brain areas when reporting a percept of two objects. For example, Cusack (2005) 

found activity within the intraparietal sulcus in addition to auditory cortex when participants 

perceived a sequence of alternating tones as two objects. Lastly, one of the aims of the current 



36 
 

study was to investigate whether facilitative and contrastive context effects were present within a 

concurrent sound segregation task using harmonic complex tones. Behavioral results showed a 

significant effect of prior perception (facilitative) but no significant effect of prior mistuning 

(contrastive). Although not statistically significant, mistuning percentages presented during the 

context elicited smaller amplitudes during the ORN time range of the test (p = .058) indicative of 

some form of adaptation. 

The facilitative and contrastive effects explored in this study are well documented across 

several modalities; (Carter, Konkle, Wang, Hayward, & Moore, 2008; Carter, Snyder, Fung, & 

Rubin, 2014; Chopin & Mamassian, 2012; Riskey, Parducci, & Beauchamp, 1979; Hulshoff Pol, 

Hijman, Baare, & van Ree, 1998; Thiel et al., 2014; Huang & Holt, 2012; Kanai & Verstraten, 

2005; Snyder, Carter, Lee, Hannon, & Alain, 2008; Pastukhov & Braun, 2013; Herr et al., 1982). 

However, the current study failed to find a significant effect of prior mistuning both behaviorally 

and electrophysiologically. A possible explanation for this could be the nature of the stimulus 

parameters; more specifically, the mistuning percentage used as the ambiguous stimulus, the 

duration of the context stimulus and the duration of the inter-stimulus interval.  

The behavioral responses to the 2% mistuning suggest that this particular percentage was 

not truly ambiguous. As mentioned previously, there were an uneven amount of responses 

between the one object and two object percepts. When looking strictly at the 2% context 

responses, the total percentage of one object percepts was 34%. If the stimulus was truly 

ambiguous we would expect to see a total percentage of one object percepts around 50%. 

Overall, the 2% mistuning was typically perceived as one object and did not elicit true 

ambiguity. This follows the results of Moore et al. (1986) which indicated that the mistuned 

harmonic will pop out as a second object around 3% mistuning. Additionally, complex tones 
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have been found to become ambiguous around 4% mistuning (Alain et al., 2001). If this is the 

case, the strong bias of perception being predominantly heard as either one or two objects 

(depending on the subject) could have overridden any perceptual effects arising from neural 

adaptation.  

The favored explanation within the current literature is that contrastive effects are caused 

by adaptation or neural fatigue taking place during the presentation of the context stimulus. 

When presented with a subsequent ambiguous stimulus the activity of the neurons selectively 

tuned to the previous interpretation of the prior stimulus are weakened and the neurons 

selectively tuned to the opposite percept are now dominant (Toppino & Long, 2015; Long, 

Toppino & Mondin, 1992; Long & Moran, 2007; Snyder et al., 2008; Snyder et al., 2009; Kanai 

& Verstraten, 2005; Kohn & Movshon, 2004; Huk et al., 2001). However, context stimuli used 

in past studies are either sequences of repeating stimuli or stimuli of longer durations relative to 

the 400 ms context stimulus used in the current study. Additionally, shorter blank durations are 

used between the context and test, especially if short context durations are used. It could be that 

the relatively short duration of the context stimulus prevented adaptation from occurring, at least 

when relying on neural activity recorded from the scalp (i.e., EEG) and subjective perceptual 

measures. It could also be the case that some adaptation is occurring but because the interval 

between the context and test is 2000 ms, this results in recovery of adaptation. For example, 

Long and Moran (2007) were investigating the contrastive effect using the Necker Cube. They 

presented an unambiguous stimulus followed by an ambiguous stimulus and manipulated the 

timing of the blank duration (1 s, 10 s, or 100 s). They found that a contrastive effect was present 

for the 1 s condition but was completely abolished for the 10 s and 100 s conditions. This 

presumably allowed the neurons to recover from adaptation. Finally, the context stimulus used in 



38 
 

the current study was not a repeating sequence which could have also potentially resulted in the 

absence of a contrastive effect. It has been shown that repeated presentations of brief adapters 

induce stronger contrastive effects than continuous context stimuli of the same total duration 

(Magnussen & Greenle, 1986). It is clear that the processes of adaptation are extremely sensitive 

to physical stimulus parameters and perhaps the ones used currently do not result in a perceptual 

contrastive effect. Theoretically, would it be beneficial for the auditory system to adapt under 

these circumstances? 

Although the exact purposes of adaptation are still a mystery, there are several ideas that have 

been proven to be substantial. One idea is that adaptation protects against overstimulation within the 

sensory system. It is metabolically expensive for neurons to respond and therefore firing to a repeated 

stimulus is not advantageous to the sensory system (Megela & Teyler, 1975). Another functional 

purpose might be that it plays a role in the detection of changes and novelty within the environment. 

Evidence for this is provided by stimulus-specific adaptation and studies using an oddball paradigm 

which elicit an MMN response which is a deviant detection ERP component (Escera et al., 1998; 

Naatanen et al., 2005; Clifford et al., 2000). Stimulus-specific adaptation occurs when neuronal 

responses to a repeating stimulus decreases with repetition (Ulanovsky et al., 2003; Malmierca et al., 

2009). The nature of the short stimulus durations used, the long blank intervals, and the use of multiple 

different stimulus pairs might not have required the sensory system to protect itself from overstimulation 

or to prepare itself for the detection of changes and novel stimuli. The current study did not use 

sequences of repeating stimuli with short blank intervals and there was no established standard and 

deviant stimulus. In line with these explanations of the functional purpose of adaptation, it seems to not 

be advantageous for the sensory system to adapt given these parameters. An additional purpose is to 

support efficient coding of environmental stimuli (Wark et al., 2007). Neurons have a limited capacity 
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when it comes to responding to the wide range of environmental stimuli and it is beneficial for their 

response properties to change according to the stimulus variations within the environment to 

successfully extract the most information. Additionally, it has been argued that sensory systems can 

decide on an adaptation timescale that matches the changes in stimulus presentation in order to optimize 

their coding of incoming information (Wark et al., 2007). However, this type of efficient coding process 

occurs only when the time-scale of adaptation with the neurons involved is longer than the time scale of 

the changing stimulus parameters (Schwabe & Obermayer, 2002). The time scale that it takes for the 

neurons to adapt to the context stimulus and recover from the adaptation are not long enough to exceed 

the 400ms context duration or the 2000ms blank interval duration.  

With this specific paradigm and stimulus parameters there was no effect of prior 

mistuning; however, there was an effect of prior perception. These pattern of results might exist 

because the facilitative effect does not appear to require long context stimulus durations and can 

also survive long blank intervals (Huber & O’riley, 2003; Nawrot & Blake, 1989; Kanai & 

Verstraten, 2005; Long, Toppino, & Mondin, 1992; Brascamp, 2007; Leopold, 2002; Pastkuhov 

&Braun, 2013). For example, in a study looking at the two types of context effects, the 

facilitative effect dominated until the context stimulus exceeded 500ms and then the effect 

reversed to be contrastive when using blank intervals of 71-412ms (Brascamp, 2007). Pastkuhov 

& Braun (2013) used a moving sphere that could be rotating either left or right to induce a 

contrastive and facilitative effect. They manipulated the context duration and the duration of the 

blank interval between the context and test. Results showed a contrastive effect when using a 

1000ms context stimulus that was abolished when using a blank interval of 700ms. When 

ambiguous spheres with durations as little as 100ms were presented sequentially there was a 

priming effect that persisted for blank intervals of up to one minute.  
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While it is not the always the case that contrastive effects require long context durations 

with short blank intervals and facilitative effects require short stimulus durations with long blank 

intervals there is definitely a clear distinction between the temporal dynamics associated with 

each effect. These clear differences in temporal dynamics have led to conclusions that these 

effects arise from separate processes. Within the vision literature, both effects were studied using 

the motion after-effect. By presenting ambiguous and unambiguous directions of motion the 

facilitative and contrastive effect were induced, respectively. The contrastive effect was induced 

by a context stimulus of 320ms; however, it was greatly reduced with a blank interval of 1000ms 

and vanished with an ISI of 2000ms. The facilitative effect was also induced by the 320ms 

context duration but unlike the contrastive effect, was present even with blank intervals up to 

5000ms (Kanai & Verstraten, 2005). The authors concluded that the contrastive effect occurs in 

earlier areas of the visual system such as primary visual cortex and perhaps even within the LGN 

where fast neural plasticity occurs (Nelson,1991; Stratford et al., 1996; Lisberger & 

Movshon,1999) and the facilitative effect is carried out mostly in later areas of the visual system 

such as area MT or V5 where slow gradual potentiation may occur.  

The clear distinction in temporal dynamics is not the only empirical evidence researchers 

use to support the claim that two processes, or at least separate levels are involved, there is also 

support coming from functional brain imaging. A recent study used fMRI to investigate at what 

stages within the brain visual contrastive and facilitative effects occur and whether the processes 

are the same or different (Schwiedrzik et al., 2014). Behaviorally, they found no interaction 

between the two effects, suggesting separate processes. Furthermore, they found different 

cortical networks activated for each effect: contrastive effects were localized to lower visual 
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areas while facilitative effects were localized to a wider range of areas such as higher-order 

visual and fronto-parietal areas.   

These two-process theories have not gone unchallenged. Competing theories claim these 

effects can be explained as arising from one single process (Noest, 2007; Lages & Treisman, 

2010). One explains that adaptation has two distinct effects: suppressive and enhancive. The 

suppressive effect is described as a reduction in response gain after the presentation of a context 

stimulus. The enhancive effect arises from an increase in baseline responses from the neurons 

associated with a certain percept which gives it a ‘head start’ once the stimulus reappears (Noest, 

2007). The deciding factor of which perceptual effect will occur is the duration of the blank 

interval between successive stimuli. However, this proposed neural model is based on 

psychophysical data that used 2 minute sequences of flashing ambiguous stimuli and was 

characterizing the nature of perceptual reversals. Not using any unambiguous stimuli and the 

different timing parameters might prove difficult to make direct comparisons between the current 

study and this model. The two experiments carried out by Chopin and Mamassian (2012) that 

concluded these effects arise from a single process, termed predictive adaptation, took into 

account a longer stimulus history while the current study aimed to look at the effects of 

immediate context. Likewise, the fundamental difference of characterizing the effects using a 

long stimulus history could also complicate comparisons.  

While theories explaining these effects arise from the same process do possess empirical 

support, they do not explain several results found within the literature. This includes the result 

that the facilitative effect continues to exist even when the test stimulus moves to a different 

retinotopic location from the context (Knapen et al., 2009) whereas the contrastive effect is 

abolished if this occurs (Knapen et al., 2010). In addition, contrastive effects only occur for test 
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stimuli that are very similar to the context, while attractive effects allow for more variability 

between context and test (Gepshtein and Kubovy, 2005). These results exemplify the 

involvement of higher brain areas that possess neurons with broader tuning. Also, neurons in 

higher brain areas are shown to integrate and persist activity over longer time periods (Honey et 

al., 2012; Chaudhuri et al., 2015) coinciding with the results that the facilitative effect displays a 

longer time constant than the contrastive effect (Pastukhov and Braun, 2013). Other controversial 

results include the results from some neuroimaging studies looking at facilitative effects showing 

activation of pre-frontal and parietal regions (Schwierdzik, 2014; Sterzer & Rees, 2008), while 

some studies exploring the contrastive effect show activation within sensory areas (Huk et al., 

2001).  

I believe it is important to address the fundamental differences that exist between the two 

effects. These effects produce phenomenologically different perceptions and are typically induced by 

different types of stimulus parameters. The facilitative effect is typically induced by the sequential 

presentation of ambiguous stimuli (with a few exceptions: Brascamp et al., 2007; Kanai & 

Verstraten, 2005; Long & Moran, 2007; Wilton, 1985) whereas the contrastive effect is typically 

elicited by the presentation of an unambiguous stimulus followed by an ambiguous stimulus 

(with the exception of inevitable bi- and multi-stable switching). Facilitation effects are 

presumably driven by endogenous activity since the physical stimulus itself does not change 

whereas contrastive effects are driven by exogenous changes between the context and test. It is 

possible these different types of stimulus situations require different types of processing, at least 

at some level or in some manner. Ambiguous sensory processing may require a more refined 

perceptual decision making process because the stimulus itself is not providing the sensory 

system with sufficient information to make an efficient decision. For instance, parietal and 
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prefrontal brain areas have been shown to be activated during the processing of ambiguous 

stimuli (Lumer & Rees, 1999; Lumer et al., 1998; Tomohiro, 2013). The recruitment of other 

brain areas, or additional levels of processing could be advantageous for stabilizing perceptions 

of ambiguous, incomplete, or disrupted stimuli.  

It is difficult to draw compelling conclusions about whether these effects arise from the same or 

different processes from the current results. I was not able to analyze the electrophysiological data 

associated with the facilitative effect and some claims are being made based on negative data (i.e., the 

lack of prior mistuning effect). Nonetheless, I believe the current results along with results from previous 

literature can conclude that the presumed adaptation that leads to the contrastive effect is different than 

the specific process that leads to the facilitative effect. The current study utilized a paradigm that 

included a relatively short context duration (400 ms) with a relatively long blank interval between the 

context and test (2000 ms). These timing parameters resulted in the presence of a facilitative effect and 

no contrastive effect suggesting the two effects emerge from different temporal dynamics. Indeed, 

previous literature manipulating timing variables have consistently shown support for this interpretation 

(Kanai & Verstraten, 2005; Brascamp, 2007; Pastkuhov & Braun, 2013). The contrastive effect seems 

to involve neurons within lower-levels that are more sensitive to stimulus features and timing 

information whereas neurons involved in the facilitative effect are less sensitive to featural 

changes and can persist activation over longer time constants. Although the current study is not 

able to compare ERP’s for the facilitative effect the behavioral data indicates that there is a 

sustained process going on that persists for several seconds, unlike the effect of prior mistuning. 

This result is in line with Snyder et al. (2009) which showed positive sustained ERPs during the 

test that began at the start of the stimulus presentation. Conversely, the effect of prior mistuning 

did not start at the beginning of the test and the modulations were transient. This study was 
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specifically studying auditory context effects using a sequential stream segregation paradigm that 

is used to investigate auditory scene analysis.  

The stimuli used in the current study are often used to investigate auditory scene analysis; 

more specifically, concurrent sound segregation (Alain & Izenberg, 2003; Arnott et al., 2011, 

Alain, 2001; Alain & Dyson, 2008). Past studies looking at concurrent sound segregation have 

posited that the ORN component is an index of automatic concurrent sound segregation given 

that it is present even without focused attention. It is not known whether the modulations of the 

ORN occur due to the physical manipulations of the stimulus or if they also occur because of 

perceptual processes. Given there was a trend of adaptation within the ORN time range during 

the test without the accompanying behavioral effect could be interpreted as the ORN being an 

automatic process that does not represent perception but more likely represents stimulus 

properties. The results from the current study revealed that the auditory system is not only using 

the current available sensory information but also relies on previous perceptions and physical 

stimuli to make perceptual decisions. The exact processes that occur when organizing our 

auditory environments are still a mystery. However, it is clear that the processes responsible are 

complex, involving multiple levels with neurons that are sensitive to stimulus history and 

temporal dynamics.   

There remains much to be learned about the processes that result in the two context 

effects and how they are affected by factors such as extent of stimulus history, timing 

parameters, and the amount of available stimulus information (i.e., ambiguous vs. unambiguous 

stimuli).  Future studies using methods such as fMRI, ECoG (electrocorticography), MEG 

(magnetoencephalography) and transcranial magnetic stimulation (TMS) can further elucidate 

whether there are additional or different brain areas associated with the two effects. Using 
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identical stimulus paradigms during these different techniques would be advantageous to assist in 

making confident comparisons and integrations between the findings. The spatial resolution of 

fMRI, invasive nature of ECoG, temporal resolution of MEG and “lesion” effects of TMS would 

provide valuable insight into the brain areas involved and their temporal sequences. Additionally, 

animal studies that record directly from single or groups of neurons within different levels of 

auditory cortex can help to characterize adaptation effects that might play a role in context 

effects. In attempts to elicit a contrastive effect using harmonic complex tones and characterize 

the dynamics of each effect future behavioral studies can alter stimulus parameters. For example, 

varying the context duration, the inter-stimulus interval and the inter-trial interval will reveal the 

temporal dynamics of each effect and how they are impacted by these changes. The current study 

revealed the inter-subject variability that exists in regards to stimulus ambiguity. Future studies 

would benefit from using an adaptive procedure in which stimulus ambiguity is determined for 

each subject prior to testing. While this study focused on investigating the effects of immediate 

context, it would also be beneficial for future studies to use longer stimulus contexts to determine 

the effects of stimulus history.  

Conclusions 

One of the aims of the current study were to assess whether two different context effects 

are present during a concurrent sound segregation task. Results showed the presence of a 

facilitative effect but no presence of a contrastive effect. It seems likely that these results 

occurred because of specific stimulus parameters, showing the sensitivity that the contrastive 

effect is susceptible to. A second aim was to find evidence relating to the levels of processing at 

which these effects occur. Unfortunately, I was not able to analyze the EEG data relating to the 

facilitative effect and there were no statistically significant modulations relating to the 
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contrastive effect. This along with the absence of a behavioral contrastive effect limited my 

ability to draw compelling conclusions relating to levels of processing and determining whether 

two separate processes or one single process are responsible for producing the effects. 

Nevertheless, I believe the nature of the current results along with previous literature provide 

support for a process that originates in sensory areas for both effects but then additional 

processing is needed for the facilitative effect. The less sensitive nature and the greater ability to 

persist over longer time intervals during the facilitative effect suggests processing that occurs 

within higher levels. Another possibility could be that the facilitative effect recruits and is more 

responsive to feedback connections from higher brain regions such as frontal and parietal areas. 

Further research utilizing brain imaging and physiological techniques along with altering timing 

parameters will serve to provide additional information needed to characterize and understand 

aspects of sensory processing from all modalities. 
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APPENDIX I: DEMOGRAPHIC QUESTIONNAIRE 

Participant Code: __________________ 

 

Screening Questions 

 

Please answer the following questions completely and honestly.   

All of your responses will remain confidential.   

 

1. Birth Date 
              /             /  

  Month          Day           Year  

2. Age?  _________ 

3. What is the first language you learned? _____________________  

4. If English is not your first language, at what age did you begin learning English? _____________ 

5. Gender   Male   Female 

6. Are you left handed, right handed, or ambidextrous?  Left   Right   Ambidextrous 

7. Is your vision corrected (glasses/contacts)?  Yes   No 

Are you wearing them now?  Yes   No 

8. Do you have severe visual impairments, such as cataracts or glaucoma?  Yes   No 

9. Do you have any hearing loss (hearing aid)?  Yes   No 

10. Do you have experience learning or playing music (including singing)? Yes   No 

If Yes, list instruments, number of years for each, and number of years in formal training for each: 

             

             

              

11. Have you ever had a head injury (e.g., automobile accident, fall, sports injury)?  Yes   No 

12. Have you ever or do you now have seizures?  Yes   No 

13. Have you ever been unconscious?  Yes   No If so, for how long?                

14. Do you have any neurological disorders?  Yes   No      (please describe)     

             

              

15. Have you ever had any kind of brain surgery? Yes   No   If yes, type:      
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16. Do you have any medical conditions (including substance abuse)?  Yes   No      (please describe)  

             

              

17. Have you been diagnosed with any mental or psychiatric disorder? Yes   No      (please describe)  
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APPENDIX II: IRB APPROVAL 

 

 

UNLV Social/Behavioral IRB - Expedited Review 

Continuing Review Approved 

DATE: November 2, 2016 

    

TO: Joel Snyder 

FROM: UNLV Social/Behavioral IRB 

    

PROTOCOL TITLE: [710883-20] Neural Mechanisms of Auditory and Visual Processing in 

Healthy Adults 

SUBMISSION TYPE: Continuing Review/Progress Report 

    

ACTION: APPROVED 

APPROVAL DATE: November 2, 2016 

EXPIRATION DATE: November 1, 2017 

REVIEW TYPE: Expedited Review 

  

Thank you for submission of Continuing Review/Progress Report materials for this protocol. The UNLV 
Social/Behavioral IRB has APPROVED your submission. This approval is based on an appropriate 
risk/benefit ratio and a protocol design wherein the risks have been minimized. All research must be 
conducted in accordance with this approved submission. 

This IRB action will reset your expiration date for this protocol. The protocol is approved for a period of 
one year from the date of IRB approval. The new expiration date for this protocol is November 1, 2017. 

PLEASE NOTE: 

Attached with this approval notice is the official Informed Consent/Assent (IC/A) Form for this study. 
Only copies of this official IC/A form may be used when obtaining consent. Please keep the original for 
your records. 

Should there be any change to the protocol, it will be necessary to submit a Modification Form through 
ORI - Human Subjects. No changes may be made to the existing protocol until modifications have been 
approved. 

ALL UNANTICIPATED PROBLEMS involving risk to subjects or others and SERIOUS and UNEXPECTED 
adverse events must be reported promptly to this office. Please use the appropriate reporting forms for 
this procedure. All FDA and sponsor reporting requirements should also be followed. 

All NONCOMPLIANCE issues or COMPLAINTS regarding this protocol must be reported promptly to this 
office. 
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This protocol has been determined to be a Minimal Risk protocol. Based on the risks, this protocol 
requires continuing review by this committee on an annual basis. Submission of the Continuing Review 
Request Form must be received with sufficient time for review and continued approval before the 
expiration date of November 1, 2017. 

If you have questions, please contact the Office of Research Integrity - Human Subjects at IRB@unlv.edu 
or call 702-895-2794.  
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