
UNLV Theses, Dissertations, Professional Papers, and Capstones 

12-1-2022 

Dimensionality of Natural Auditory Scene Perception: A Factor Dimensionality of Natural Auditory Scene Perception: A Factor 

Analysis Study Analysis Study 

Margaret A. McMullin 

Follow this and additional works at: https://digitalscholarship.unlv.edu/thesesdissertations 

 Part of the Cognitive Psychology Commons, Medical Neurobiology Commons, Neuroscience and 

Neurobiology Commons, and the Neurosciences Commons 

Repository Citation Repository Citation 
McMullin, Margaret A., "Dimensionality of Natural Auditory Scene Perception: A Factor Analysis Study" 
(2022). UNLV Theses, Dissertations, Professional Papers, and Capstones. 4603. 
http://dx.doi.org/10.34917/35777486 

This Thesis is protected by copyright and/or related rights. It has been brought to you by Digital Scholarship@UNLV 
with permission from the rights-holder(s). You are free to use this Thesis in any way that is permitted by the 
copyright and related rights legislation that applies to your use. For other uses you need to obtain permission from 
the rights-holder(s) directly, unless additional rights are indicated by a Creative Commons license in the record and/
or on the work itself. 
 
This Thesis has been accepted for inclusion in UNLV Theses, Dissertations, Professional Papers, and Capstones by 
an authorized administrator of Digital Scholarship@UNLV. For more information, please contact 
digitalscholarship@unlv.edu. 

http://library.unlv.edu/
http://library.unlv.edu/
https://digitalscholarship.unlv.edu/thesesdissertations
https://digitalscholarship.unlv.edu/thesesdissertations?utm_source=digitalscholarship.unlv.edu%2Fthesesdissertations%2F4603&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/408?utm_source=digitalscholarship.unlv.edu%2Fthesesdissertations%2F4603&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/674?utm_source=digitalscholarship.unlv.edu%2Fthesesdissertations%2F4603&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/55?utm_source=digitalscholarship.unlv.edu%2Fthesesdissertations%2F4603&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/55?utm_source=digitalscholarship.unlv.edu%2Fthesesdissertations%2F4603&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/1010?utm_source=digitalscholarship.unlv.edu%2Fthesesdissertations%2F4603&utm_medium=PDF&utm_campaign=PDFCoverPages
http://dx.doi.org/10.34917/35777486
mailto:digitalscholarship@unlv.edu


 
 

DIMENSIONALITY OF NATURAL AUDITORY SCENE PERCEPTION: A FACTOR 

ANALYSIS STUDY 

 

By 

 

 

 

Margaret A. McMullin 

 

 

 

 

Bachelor of Science – Psychology 

University of Wisconsin, Parkside 

2017 

 

 

 

 

A thesis submitted in partial fulfillment 

of the requirements for the  

 

 

 

 

Master of Arts – Psychology 

 

 

 

 

Department of Psychology 

College of Liberal Arts 

The Graduate College 

 

 

 

 

University of Nevada, Las Vegas 

December 2022 

 

 

 

 



 
 

 

 

 

 

 

 

 

 

Copyright by Margaret Ann McMullin, 2023 

All Rights Reserved 

 

 

 

 

 

 

 



 

ii 
 

  

  
 

Thesis Approval 

The Graduate College 
The University of Nevada, Las Vegas 

        
December 12, 2022

This thesis prepared by  

Margaret A. McMullin 

entitled  

Dimensionality of Natural Auditory Scene Perception: A Factor Analysis Study  

is approved in partial fulfillment of the requirements for the degree of 

Master of Arts – Psychology  
Department of Psychology 
  
 
 
Joel Snyder, Ph.D.                                                    Alyssa Crittenden, Ph.D.  
Examination Committee Chair                       Vice Provost for Graduate Education &  

                                                                             Dean of the Graduate College 
Erin Hannon, Ph.D.                                                   
Examination Committee Member 
        
Colleen Parks, Ph.D.                                                   
Examination Committee Member 
 
Beiyu Lin, Ph.D. 
Graduate College Faculty Representative 

 



iii 

 

Abstract 

Theories of auditory and visual scene analysis suggest the perception of scenes relies on 

the identification and segregation of objects within it, resembling a detail-oriented processing 

style, but it is possible that a global-oriented process also occurs while evaluating auditory 

scenes. There is evidence for global properties that enable rapid recognition of visual scenes, 

even without recognizing the individual objects comprising the scene. It is our understanding that 

a similar line of research has not been explored in the auditory domain; therefore, we evaluated 

the contributions of high-level global and low-level acoustic information to auditory scene 

perception. A secondary aim is to increase the field’s ecological validity by utilizing our 

collection of high-quality auditory scenes. Participants rated scenes on 8 global properties (e.g., 

open vs. enclosed) and an acoustic analysis evaluated which low-level features predicted the 

ratings. We submitted the acoustic measures and average ratings of the global properties to 

separate exploratory factor analyses (EFAs). The EFA of the acoustic measures revealed a seven-

factor structure explaining 57% of the variance in the data, while the EFA of the global property 

measures revealed a two-factor structure explaining 64% of the variance in the data. Regression 

analyses revealed each global property was predicted by at least one acoustic variable (R-squared 

= 0.33-0.87). These results provide evidence for the ability to perceive auditory scenes from a 

global perspective. Some of the acoustic measures predicted ratings of global scene perception, 

suggesting representations of auditory objects may be transformed through many stages of 

processing in the ventral auditory stream, similar to what has been proposed in the ventral visual 

stream. These findings and the open availability of our scene collection will make future studies 

on perception, attention, and memory for natural auditory scenes possible. 

Keywords: auditory scene perception, acoustic analysis, natural scenes 
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Chapter 1: Introduction 

 Every day, our auditory system undertakes the complex task of organizing various 

incoming sounds in a coherent manner, allowing us to not only decipher where sounds are 

coming from, but to also interpret what we are listening to. For example, when conversing with a 

friend at a noisy café, the auditory system maintains the exceptional ability to segregate the noisy 

background (e.g., music, espresso machines, other conversations) from your friend’s voice and 

further group the sound components of their speech into an intelligible stream of words. The 

process of perceptually segregating and grouping numerous acoustic objects is known as 

‘Auditory Scene Analysis’ (ASA; Bregman, 1990).  

 Historically, theories of both auditory and visual scene analysis have suggested that our 

perception of a scene relies on the identification and segregation of multiple objects within it, 

resembling a detail-oriented processing style (Bregman, 1990; Biederman, 1987). However, it is 

possible that a more global process may also occur when observers evaluate auditory scenes. In 

the visual modality, there is evidence for global properties that enable visual scenes to be rapidly 

recognized, even without recognition of individual objects comprising the scene (Greene & 

Oliva, 2006; Greene & Oliva, 2009a; 2009b; Ross & Oliva, 2010). The significance of the scene-

centered approach proposed by Greene and Oliva (2009) is that the representation composed by 

the visual system exists at the level of the entire scene and not individual objects. Instead of 

building a visual representation using low-level geometric information, the visual system prefers 

to use high-level global properties that provide information about the scene’s structure, function, 

and overall layout to guide perception. The global properties identified by Oliva and colleagues 

fall into three categories: structural properties (openness, expansion, mean depth), constancy 

properties (temperature, transience), and functional properties (concealment, navigability). 
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Greene and Oliva (2009b) asked participants to view a series of rapidly presented visual scenes 

ranging in duration from 10 to 200 msec and indicate whether the scenes were consistent with a 

basic-level category (e.g., identifying a scene as a mountain or waterfall) or a global category 

(e.g., identifying a scene as an open environment or hot place). The results indicated participants 

performed more accurately during the global categorization task relative to the basic-level task 

for the visual scenes of the shortest durations. Other studies have demonstrated the importance of 

global image features (Greene & Oliva, 2006; Oliva & Torralba, 2006; Ross & Oliva, 2010) and 

collectively suggest that these global properties could act as automatic heuristics used to analyze 

natural visual scenes.   

Our primary research goal was to evaluate the contribution of high-level semantic 

knowledge and low-level acoustic information during auditory scene perception. As previously 

mentioned, Oliva and colleagues have demonstrated that when asked to categorize rapidly 

presented visual scenes, observers find global information within the scene to be more useful 

compared to the individual objects that constitute the scene. In the auditory domain, the role of 

high-level semantic information and low-level acoustic features has been explored in the change 

deafness literature. Characterized as a perceptual error, change deafness is the inability to detect 

changes in auditory scenes (Snyder et al., 2012). This error is useful in our study of ASA because 

it informs us of our auditory system’s limitations. To study change deafness, participants are 

typically presented with a simultaneous array of sounds (e.g., dog barking, piano, phone ringing, 

bell). After a short interruption (usually white noise), the scene is presented again. Finally, 

participants must indicate whether the second scene was the same as or different than the first 

scene. In one such study, Gregg and Samuel (2009) presented participants with two types of 

different trials (i.e., the scene changed in some way from the first to second presentation). These 
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trials exhibited either a within-category change (e.g., a small dog bark changing to a large dog 

bark) or a between-category change (e.g., a small dog bark changing to a bell chime). Results 

demonstrated that participants’ inability to detect a within-category change was significantly 

worse than their ability to detect a between-category change. As the low-level acoustic features 

were controlled for, the authors hypothesized that semantic information is useful when 

constructing representations of auditory scenes. They further observed that listeners used both 

high-level semantic information and low-level acoustic information when constructing auditory 

representations of sounds, but the low-level acoustic information was not used to the same extent 

as semantic knowledge of sounds.  

Additional research has also evaluated the influence of acoustic features of sounds on 

listeners’ ability to identify and discriminate recognizable objects, both in isolation and when 

presented concurrently with complex auditory scenes. Leech, Gygi, Aydelott, and Dick (2009) 

addressed the possible existence of semantic knowledge-driven expectancies about auditory 

scenes. In their study, participants were presented with multiple target sounds embedded into an 

auditory scene. The target sounds were either congruent (e.g., the target being a goat and the 

background being a farm) or incongruent (e.g., the target being a goat and the background being 

a casino) with the auditory scene in which the sounds were embedded. An acoustic analysis of all 

target sounds and background auditory scenes was conducted to evaluate whether acoustic 

similarity or dissimilarity between the targets and backgrounds may have influenced target 

identification. Participants more accurately identified target sounds that were contextually 

incongruent with the background scenes and the acoustic variables that significantly influenced 

this effect were correlogram-based pitch measures and peak autocorrelation statistics. However, 

since acoustic similarity was not an exclusive predictor of target congruency or incongruency 
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with the background scene, the findings from this study suggest that high-level semantic factors 

may significantly influence listeners’ ability to detect and identify meaningful sounds within 

complex auditory scenes.  

Change deafness tasks are highly useful in the study of ASA. However, change deafness 

is typically examined using a mixture of simultaneously presented sounds (Gregg & Samuel, 

2008; 2009). This presents a fundamental limitation to studies of this type: the stimuli are 

artificial in nature, especially since some of the sound combinations may not typically occur in 

the real-world. Some work has been done using natural auditory scenes as stimuli, but clips of 

environmental sounds were superimposed onto the auditory scenes, making the scenes more 

artificial (Leech et al., 2009). An example of a study using more naturalistic sounds is by 

McDermott & Simoncelli (2011), which examined sound texture perception using a 

computational model of the human auditory system. Sound textures, which are the result of 

numerous similar acoustic events occurring in succession (e.g., rainstorm, galloping horses), 

were processed using an auditory model based on the tuning properties of neurons from the 

cochlea to the thalamus. To better understand how sound textures are represented in the brain, 

the authors then synthesized the sound textures based on the output of their model (i.e., the 

statistics of real-world sounds). They hypothesized that if the novel synthesized sound textures 

were statistically matched with those of the real-world sounds, then the brain should be able to 

achieve texture recognition due to the synthesized signal sounding like a version of the originally 

presented sound texture. In a series of behavioral experiments, they found that synthetic sound 

textures were recognizable to participants but eliminating some of the statistics in the model 

reduced performance. Additionally, the authors modified the model so that it was less 

representative of the mammalian auditory system, which resulted in reduced recognizability of 
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the synthetic sound textures. Some of the synthesized sounds (e.g., wind chimes, tapping rhythm, 

and a person speaking English) were not recognizable, though. These findings suggest that sound 

texture perception arises from the recognition of simple statistics in early auditory 

representations, which are potentially computed in downstream neural populations. Ultimately, 

the results of this study are important to our understanding of how the auditory systems analyzes 

naturalistic sounds and could inform us of how the auditory system processes more complex 

stimuli, like naturalistic auditory scenes. By recording and using naturalistic auditory scene 

stimuli, we hope to further increase the range of ecologically valid stimuli and abilities under 

study in the field of auditory perception. 

Our secondary research goal was to record and use real-world auditory scenes. One major 

limitation in the current body of literature is the consistent use of pure tones, noise bursts, or 

artificially contrived auditory scenes as stimuli to study ASA. While using such stimuli has 

revealed much about the fundamental mechanisms of ASA and auditory perceptual awareness, 

the findings resulting from this work has limited power in educating us about natural auditory 

scene processing. In the field of visual scene perception, the use of naturalistic stimuli is highly 

evident (Greene & Oliva, 2009a; 2009b; Ross & Oliva, 2010; Greene & Oliva, 2010; Harel et al. 

2016; Hansen et al., 2018). This is perhaps the case because there are numerous large databases 

of natural visual scenes openly available for public use (Xiao, et al., 2010; Geisler & Perry, 

2011). While there are some databases that include high quality clips of individual sound objects 

(e.g., a single dog bark; Gygi & Shafiro, 2010), no database of high quality, real-world auditory 

scenes currently exists to our knowledge. To address this issue, we recorded a large volume of 

audio/visual scenes, which will be made available on a public database for other researchers to 

use.  
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Purpose of Present Study 

The present study aimed to evaluate the contributions of high-level global properties and 

low-level acoustic features to natural auditory scene perception. Participants listened to 200 

auditory scenes and made a series of global property judgments on them. Additionally, we 

conducted an acoustic analysis on all 200 scenes with the goal of understanding how these 

features are related to global processing of auditory scenes. We predicted there would be a 

general consistency on all eight global property ratings of each auditory scene across 

participants, which was measured using intraclass correlations of each rating scale. We 

conducted two separate factor analyses on the average global property ratings and acoustic 

measures of each scene to determine the number of factors that characterize the variability found 

within scene judgments and within the array of acoustic features. An additional eight multiple 

linear regression analyses were also conducted to predict performance on the global property 

rating task based on the acoustic features of the scenes. We did not originally plan on conducting 

this analysis; however, we decided it was more helpful for directly testing the relationships 

between the average global property ratings and acoustic measures of each scene. 
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Chapter 2: Method 

Auditory Scene Collection and Database 

We collected and processed auditory scenes from various locations (e.g., parks, hiking 

trails, city streets, cafés, etc.) across the United States. Using a standardized recording procedure, 

we placed a Zoom Q8 camcorder (Zoom North America, Inc., Hauppauge, NY) on a tripod and 

made one-minute recordings at each location, noting various aspects of the scene, such as the 

date, time of day, cardinal direction, temperature (°F), sounds observed, and any additional notes 

about the recording. After each recording session, the field notes were digitized into a 

spreadsheet for ease of organization and file identification. Each recording was then listened to 

and all sounds identified in the field notes were confirmed as being present in the recording. We 

then edited each minute-long recording into a four-second-long version which best characterized 

the scene location and also included more than one sound object. Our collection of auditory 

scenes will be made available for other researchers to use via an online database.  

Ethics Statement 

 All experimental procedures were approved by the University of Nevada, Las Vegas 

(UNLV) Institutional Review Board. All data collected from participants were anonymized.  

Participants 

We recruited 68 English-speaking adults (48 female) aged 18-35 (Mage = 21.19) with no 

known hearing, visual, or neurological deficits from the UNLV subject pool and across the 

United States. Participants from the UNLV subject pool were reimbursed for course credit and 

participants external to the university volunteered for no compensation. In total, 142 participants 

were excluded from this study if they did not speak English, did not complete the experiment, 

did not have normal hearing, had any type of severe neurological or psychiatric disorder (e.g., 



 
 

8 

 

schizophrenia, bipolar disorder, stroke, traumatic brain injury), or failed the headphone check, 

compliance check, and/or attention check (see below for descriptions).  

Stimuli 

Stimuli consisted of 200 naturalistic auditory scenes originating from our database of 

acoustic scenes. Each scene was four seconds in length and matched for root-mean-square 

(RMS) amplitude. A linear on-ramp from zero amplitude was imposed on the first and last 10 

msec of each sound clip to avoid introducing artifacts due to abrupt sound onsets and offsets. 

(Gregg & Samuel 2008; 2009, Gregg, Irsik, & Snyder, 2014, Gregg, Irsik, & Snyder, 2017). 

Procedure 

Participants were provided a link to complete the experiment online via Qualtrics 

(Qualtrics, Provo, UT; experiment links can be found on our project’s Open Science Foundation 

Repository: https://osf.io/zj4xe/?view_only=). Informed consent was obtained online from each 

participant before they began the experiment. Participants were asked to complete the study on a 

desktop or laptop computer using headphones and while in a quiet environment. In total, the 

experiment took 60-120 minutes to complete. The experiment consisted of four sections: 1) a 

headphone check, 2) the global property rating task, 3) a compliance and attention check, and 4) 

a demographic questionnaire. 

Headphone Check. 

 Because this was an online study of auditory perception, we tested each participant’s 

sound quality by administering a headphone check. This test consists of 6 trials of a 3-AFC 

intensity discrimination task (Woods, Siegel, Traer, & McDermott, 2017). Participants were 

asked to indicate which tone had the lowest volume by selecting one of three button options 

https://osf.io/zj4xe/?view_only=
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labeled “Tone 1”, “Tone 2”, or “Tone 3.” Any participants who did not correctly answer five out 

of the six trials were excluded from the study.  

Global Property Rating Task. 

Each participant was asked to judge all 200 scenes on four different global properties on 

a Likert scale ranging from 1 (lowest extreme) to 7 (highest extreme; See Figure 1 for full 

description of each rating scale). Participants were allowed to listen to each scene as many times 

as they needed to make each of the four judgments. To avoid requiring participants to complete a 

two-day study, the eight category judgments were split amongst participants. The conditions in 

this experiment followed a Latin square design, with each global judgment type only appearing 

in each possible position once. Participants were randomly assigned to one of eight condition 

groups. Groups 1-4 made the following global property judgments on each scene: Open vs. 

Enclosed, Outdoor vs. Indoor, Natural vs. Human-Influenced, and Temperature. Groups 5-8 

made judgments on each scene’s Season, Transience, Navigability, and Sparseness (See Table 1 

for order of questions in each condition). 

 

Note. HI = Human-Influenced 

Table 1.  

Order of Rating Scale Questions in Each Condition. 

Group Order of Rating Scale Questions 

1  Open vs. Enclosed Outdoor vs. Indoor Natural vs. HI Temperature 

2  Outdoor vs. Indoor Open vs. Enclosed Temperature Natural vs. HI 

3  Natural vs. HI Temperature Open vs. Enclosed Outdoor vs. Indoor 

4  Temperature Natural vs. HI Outdoor vs. Indoor Open vs. Enclosed 

5  Season Transience Navigability Sparseness 

6  Transience Season Sparseness Navigability 

7  Navigability Sparseness Season Transience 

8  Sparseness Navigability Transience Season 
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Compliance and Attention Check. 

We utilized a set of questions from Mehr, Singh, York, Glowacki, & Krasnow, (2018) to 

ensure participants were adequately attending to the experimental task. The following question 

was dispersed throughout the global property rating task:  1) “What color is the sky? Please 

answer this incorrectly, on purpose, by choosing RED instead of blue.”, with the response 

options of “Green,” “Red,” “Blue,” or “Yellow.” The correct response option (“Red”) was 

changed upon each presentation (e.g., the correct response was only presented in each answer 

slot once). Any participant who did not select this response option was excluded. 

Upon completion of the rating task, participants were asked the following compliance 

questions:  

1) “People are working on this task in many different places. Please tell us about the place you 

worked on this task. Please answer honestly.” The response options for this question were: “I 

worked on this study in a very noisy place, I worked on this study in a somewhat noisy place, 

I worked on this study in a somewhat quiet place, or I worked on this study in a very quiet 

place.” Any participant who answered with “I worked on this study in a very noisy place” or 

“I worked on this study in a somewhat noisy place” was excluded.  

2) “Please tell us if you had difficulty loading the sounds. Please answer honestly.” The 

response options for this question were “Yes” or “No.” Any participant who responded with 

“No” was excluded.  

3) “How carefully did you complete this experiment? Please answer honestly. The response 

options for this question were: “Not at all carefully,” “Slightly carefully,” “Moderately 

carefully,” “Quite carefully,” or “Very carefully.” Any participant who answered with “Not 

at all carefully,” “Slightly carefully,” or “Moderately carefully” were excluded.  
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Demographic Questionnaire.  

Lastly, participants completed a demographics questionnaire which asked about their 

health history and engagement with music. Additional questions were asked about participants’ 

auditory environment (e.g., time spent in various environments). Data collected from this 

questionnaire has not been included in the analyses reported here. 
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Figure 1 

Global Property Rating Scales. 

Open vs. Enclosed 

How OPEN vs. CLOSED is this scene? Please rate this on a scale ranging from 1 (extremely open) to 7 (extremely closed). 

o  o  o  o  o  o  o  

Extremely 

OPEN 

Moderately 

OPEN 

Slightly 

OPEN 

Neither OPEN 

nor CLOSED 

Slightly 

CLOSED 

Moderately 

CLOSED 

Extremely 

CLOSED 

Outdoor vs. Indoor 

How OUTDOOR vs. INDOOR is this scene? Please rate this on a scale ranging from 1 (extremely outdoor) to 7 (extremely 

indoor). 

o  o  o  o  o  o  o  

Extremely 

OUTDOOR 

Moderately 

OUTDOOR 

Slightly 

OUTDOOR 

Neither 

OUTDOOR nor 

INDOOR 

Slightly 

INDOOR 

Moderately 

INDOOR 

Extremely 

INDOOR 

Natural vs. Human-Influenced 

How NATURAL vs. HUMAN-INFLUENCED is this scene? Please rate this on a scale ranging from 1 (extremely natural) to 7 

(extremely human-influenced). 

o  o  o  o  o  o  o  

Extremely 

NATURAL 

Moderately 

NATURAL 

Slightly 

NATURAL 

Neither 

NATURAL nor 

HUMAN-

INFLUENCED 

Slightly 

HUMAN-

INFLUENCED 

Moderately 

HUMAN-

INFLUENCED 

Extremely 

HUMAN-

INFLUENCED 

Temperature 

How WARM vs. COLD is this scene? Please rate this on a scale ranging from 1 (extremely warm) to 7 (extremely cold). 

o  o  o  o  o  o  o  

Extremely 

WARM 

Moderately 

WARM 

Slightly 

WARM 

Neither WARM 

nor COLD 
Slightly COLD 

Moderately 

COLD 
Extremely COLD 

Season 

What season does this scene sound like? 

o  o  o  o  o  o  o  

Winter 

Between 

Winter and 

Spring 

Spring 
Between Spring 

and Summer 
Summer 

Between 

Summer and Fall 
Fall 

Transience 

How much change is happening in this scene? Please rate this on a scale ranging from 1 (no change) to 7 (extreme amount of 

change). 

o  o  o  o  o  o  o  

No Change 
Very Little 

Change 

Slight 

Amount of 

Change 

Moderate 

Amount of 

Change 

Medium-High 

Amount of 

Change 

High Amount of 

Change 

Extreme Amount 

of Change 

Navigability 

How difficult or easy would it be to navigate through this scene? Please rate this on a scale ranging from 1 (extremely difficult) 

to 7 (extremely easy). 

o  o  o  o  o  o  o  

Extremely 

Difficult 

Moderately 

Difficult 

Slightly 

Difficult 

Neither Difficult 

or Easy 
Slightly Easy Moderately Easy Extremely Easy 

Sparseness 

How much sound is in this scene? Please rate this on a scale ranging from 1 (very little sound) to 7 (high amount of sound). 

o  o  o  o  o  o  o  

No Sound 
Very Little 

Sound 

Slight 

Amount of 

Sound 

Moderate 

Amount of 

Sound 

Medium-High 

Amount of 

Sound 

High Amount of 

Sound 

Extreme Amount 

of Sound 
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Acoustic Analysis 

To quantitatively gauge how low-level information may be utilized to understand 

auditory scenes, an extensive acoustic analysis was conducted on all 200 auditory scenes. The 

acoustic analyses chosen for this study have been used in various prior studies (Houtgast & 

Steeneken, 1985; Ballas, 1993; Slaney, 1995; Gygi et al., 2007; Leech et al., 2009) and were 

executed in MATLAB (The MathWorks, Inc., Natick, Massachusetts). A description of each 

acoustic measure is listed below. 

Envelope-Based Intensity and Rhythm Measures 

(1) Long-term RMS/Pause corrected RMS, which indicates the amount of silence present 

within each auditory scene; (2) number of peaks, where a peak is defined as a point in the vector 

that has a greater amplitude than the previous point by at least 80% of the range of amplitudes 

present in the vector; (3) number of bursts, showing an increase in amplitude of at least 4 dB 

lasting at least 20 msec (Ballas, 1993); (4) total duration; and (5) burst duration/total duration, a 

measure of how “rough” the envelope is.  

Autocorrelation Pitch Statistics 

(1) Number of peaks; (2) maximum peak; and (3) standard deviation (SD) of the peaks. 

In this autocorrelation function, the peaks express periodicities in the waveform. The distribution 

of periodicities across various frequencies as well as the strength of a periodicity are evaluated in 

this measure. 

Correlogram-Based Pitch Measures 

(1) mean pitch; (2) median pitch; (3) SD pitch; (4) maximum pitch; (5) mean pitch 

salience; and (6) maximum pitch salience. This measure evaluates pitch and pitch salience by 

autocorrelating in sliding 16 msec time windows.  
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Moments of the Spectrum 

(1) mean; (2) SD; (3) skew; and (4) kurtosis. This measures the distribution of energy 

related to the overall timbre of the scene. 

RMS Energy in Octave-Wide Frequency Bands  

Gygi et al., (2007) used frequency bands ranging from 63-16,000 Hz. This measures the 

distribution of energy separately for different frequencies. 

Spectral Shift in Time Measures 

(1) Centroid mean; (2) centroid SD; (3) mean; (4) SD; and (5) maximum centroid 

velocity. The measures of the centroid mean and SD are established on sequential 50-msec time 

windows throughout the entirety of the waveform, while the measure of spectral centroid 

velocity is determined by calculating the overall change in the spectral centroid across sliding 

50-msec time widows. 

Modulation Spectrum Statistics 

Proposed by Houtgast and Steeneken (1985), the modulation spectrum displays 

intermittent temporal variations in the envelope of a scene. This measure “divides the signal into 

frequency bands approximately one critical band wide, extracts the envelope in each band, filters 

the envelope with low-frequency bandpass filters (upper fo ranging from 1-32 Hz), and 

determines the power at that frequency.” The result is a plot of the depth of modulation-by-

modulation frequency. The statistics measured here will be the height and frequency of the 

maximum point in the modulation spectrum, as well as the number, mean, and variance of bursts 

in the modulation spectrum (using the burst algorithm described above; Gygi et al., 2007, p. 

846).  
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Spectral Flux Statistics 

Spectral flux evaluates how much change occurs in the spectrum at various frequency 

bands. This measure can potentially show salient changes in energy, which can be deduced as 

moments in time where a change in energy may capture the observer’s attention, further 

influencing their perception of the scene.  
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Chapter 3: Results 

 All the auditory stimulus files used in this study as well as the raw and analyzed data can 

be found on our project’s Open Science Foundation Repository 

(https://osf.io/zj4xe/?view_only=). 

Inter-Rater Reliability  

To evaluate inter-rater reliability of ratings made by participants on each of the eight 

global property scales, intra-class correlation (ICC) coefficients and their 95% confidence 

intervals were calculated using SPSS statistical software version 28 (SPSS Inc., Chicago, IL). 

We used a two-way random effects model based on average ratings to assess consistency across 

participants. The ICCs for all global property scales were statistically significant (all p-values < 

.001) and ranged from good to excellent (0.758 - 0.980; Koo & Li, 2016).  

 

 

Table 2  

Inter-rater Reliability as Measured by Intra-class Correlations (ICCs).  

  95% CI  F Test with True Value 0 

  ICC Lower Bound Upper Bound F value df1 df2  p value 

Sparseness 0.968 0.962 0.974 31.428 199 6965 < .001 

Transience 0.944 0.933 0.955 17.919 199 6965 < .001 

Season 0.758 0.707 0.804 4.135 199 6965 < .001 

Navigability 0.787 0.742 0.827 4.667 199 6965 < .001 

Openness 0.925 0.909 0.939 13.288 199 6169 < .001 

Outdoor vs. Indoor 0.977 0.972 0.981 43.402 199 6169 < .001 

Natural vs. Human-

Influenced 0.980 0.975 0.984 49.211 199 6169 < .001 

Temperature 0.801 0.760 0.839 5.032 199 6169 < .001 

Results of ICC(2,k). Two-way random effects model, consistency definition, average measures. df = degrees of 

freedom. 

https://osf.io/zj4xe/?view_only=
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Correlations between Global Properties 

Pearson correlations between average global property ratings of each scale are reported in 

Table 3. Overall, there are many moderate, strong, and very strong correlations between global 

property rating scales, which justifies their use in the exploratory factor analysis to determine the 

underlying factor structure of auditory scene perception.  

 

Table 3  

Summary of Means, Standard Deviations, and Correlations Among Average Global Property 

Ratings  

Variable M SD 1 2 3 4 5 6 7 8 

1. Natural vs. Human- 

Influenced  4.55 1.61 —        

2. Openness 3.05 0.95 .61*** —       

3. Outdoor vs. Indoor 3.15 1.55 .63*** .94*** —      

4. Temperature 3.81 0.47 .41*** .44*** .35*** —     

5. Navigability 4.45 0.54 -.25*** -.17* -.12 -.35*** —    

6. Transience 3.62 0.73 .52*** .14* .30*** -.03 .24*** —   

7. Season 4.17 0.56 .45*** .07 .17* .03 .24*** .73*** —  

8. Sparseness 4.12 0.82 .35*** .05 .22** -.07 .32*** .87*** .73*** — 

Note. Correlations between average global property ratings for all auditory scenes (n = 200). * p < .05, ** p < .01, *** p 

< .001 

 

 

Curve Estimation of Global Property Ratings 

 We next created scatterplots to evaluate the relationships between each of the global 

property rating variables. Upon visual inspection of the scatterplots, both linear and non-linear 

(quadratic, cubic, or sigmoid) relationships were apparent between pairs of variables. Therefore, 

an additional curve estimation analysis was conducted on each apparently non-linear scatterplot 

to better characterize these relationships. The results of this analysis showed much of the data 

having a combination of significant linear, quadratic, cubic, and sigmoid relations, which 
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indicates that many of the relationships between the global property rating scales are non-

monotonic and had much variation. An additional measure of local effect size, Cohen’s f2, was 

also calculated for each type of curve estimation, results showed that some relationships had 

larger effect sizes for one or two types of curves. Figure 2A depicts a partly cubic relationship 

between the Natural vs. Human-Influenced and Open vs. Enclosed rating scales (p < .001, 

Cohen’s f2 = 1.02), Figure 2B depicts a partly quadratic relationship between the Natural vs. 

Human-Influenced and Temperature scales (p < .001, Cohen’s f2 = 0.51), and Figure 2C depicts a 

linear and sigmoid shaped relationship between the Transience and Sparseness rating scales 

(linear line: p < .001, Cohen’s f2 = 3.18; sigmoid curve: p < .001, Cohen’s f2 = 3.48).  
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Figure 2 

Curve Estimations of Global Property Rating Scales. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Note. (A) The significant cubic relationship between the ratings of all auditory scenes on the 

Natural vs. Human-Influenced and Open vs. Enclosed scales. (B) The significant quadratic 

relationship between the Natural vs. Human-Influenced and Temperature scales. (C) The 

significant linear/sigmoidal relationship between the Transience and Sparseness rating scales.  

 

 

A B 
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Exploratory Factor Analyses 

 To evaluate the dimensionality of scene perception, we submitted the average global 

property ratings of each scale and all 35 acoustic measures to two separate exploratory factor 

analyses (EFA) using JASP statistical software version 16.1 (JASP Team, 2022). 

Exploratory Factor Analysis: Global Properties 

The average global property ratings of each scale (Naturalness, Openness, Sparseness, 

Navigability, Temperature, Outdoor vs. Indoor, Season, Transience) were entered into an EFA, 

with maximum likelihood factor extraction and Oblimin (oblique) rotation. The Kaiser-Meyer-

Olkin test revealed sufficient sampling adequacy for the EFA, KMO = 0.69. Bartlett’s test of 

sphericity indicated the correlation structure of the variables was adequate for the EFA as well, 

χ2 (28) = 1253.84, p < .001. Upon visual inspection of the scree plot as well as a parallel analysis 

(see Figure 3), a two-factor solution was revealed and accounts for 64.0 % of the variance in the 

data. Table 4 displays the variables and factor loadings, with loadings less than |.40| excluded for 

clarity.  

Factor 1. After rotation, Factor 1 consisted of four variables that accounted for 33% of 

the variance in the model. The global property variables which loaded onto this factor were 

Transience (0.94), Sparseness (0.93), Season (0.78). Although Navigability (0.37) also loaded 

onto this factor, its interpretation should be made with caution as its loading is below the |.40| 

threshold.   

Factor 2. Factor 2 consisted of four variables that accounted for 31% of the variance in 

model. The global property variables which loaded onto this factor were Openness (1.01), 

Outdoor vs. Indoor (0.93), Natural vs. Human-Influenced (0.58), and Temperature (0.46).  
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Figure 3  

Scree plot of eigenvalues revealing a 2-factor model.   

 

 

 

 

 

 

 

 

Table 4  

Factor Loadings of Global Property Scales. 

Factor Loadings     

  Factor 1 Factor 2 

Transience 0.94  
Sparseness 0.93  
Season 0.78  
Navigability 0.37  

Openness  1.01 

Outdoor vs. Indoor  0.93 

Natural vs. Human-Influenced  0.58 

Temperature  0.46 

Note.  Extraction method: maximum likelihood; Rotation method: Oblimin (oblique). 

 

 

Exploratory Factor Analysis: Acoustic Variables 

All 35 acoustic measures (envelope-based intensity and rhythm measures, autocorrelation 

pitch statistics, correlogram-based pitch measures, moments of the spectrum, RMS energy in 

octave-wide frequency bands, spectral shift in time measures, modulation spectrum statistics) 

were submitted to a separate factor analysis using maximum likelihood factor extraction and 
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Oblimin (oblique) rotation. Table 5 displays the variables and factor loadings for the rotated 

factors for the final model, with loadings less than |.40| excluded for clarity. 

The Kaiser-Meyer-Olkin test revealed sufficient sampling adequacy for the final EFA 

analysis, KMO = 0.71. Bartlett’s test of sphericity indicated the correlation structure of the 

variables was adequate for EFA as well, χ2 (595) = 7490.33, p < .001. Upon visual inspection of 

the scree plot as well as a parallel analysis (see Figure 4), a seven-factor solution was revealed 

and accounts for 57% of the variance in the data.  

Factor 1. After rotation, Factor 1 consisted of four variables that accounted for 10% of 

the variance in the model. One of the RMS energy measures of octave-wide frequency bands 

centered at 8000 Hz (0.89), two Moments of the Spectrum measures, the centroid (0.87) and 

standard deviation (0.81), and the mean pitch (0.61) all loaded onto this factor.  

Factor 2. Factor 2 consisted of four variables which accounted for 10% of the variance in 

the model. Three Moments of the Spectrum measures, the standard deviation (1.00), maximum 

(0.90), and mean (0.86), as well as one modulation statistics measure, the maximum peak (0.49) 

loaded onto this factor.  

Factor 3. Factor 3 consisted of three variables which accounted for 8% of the variance in 

the model. All of these variables loaded negatively onto the factor, and they include two 

Moments of the Spectrum measures, the skew (-0.91) and kurtosis (-0.86), and the mean Spectral 

Flux (-0.43). 

Factor 4. Factor 4 consisted of two variables which accounted for 8% of the variance in 

the model. Both variables were measures of the autocorrelation, the mean peak (1.02) and 

standard deviation of peaks (0.98).  



 
 

23 

 

Factor 5. Factor 5 consisted of seven variables which accounted for 8% of the variance in 

the model. Two variables also loaded onto other factors; the mean pitch (0.41) also loaded onto 

Factor 1, and the spectral flux mean (0.45) also loaded onto Factor 3. In addition, the maximum 

peak of the autocorrelation (0.62), maximum pitch salience (0.62), mean pitch salience (0.58), 

and the maximum peak of spectral flux (0.48) loaded onto this factor as well. One measure of 

RMS energy in octave-wide frequency bands centered at 250 Hz loaded negatively on this factor 

(-0.43). 

Factor 6. Factor 6 consisted of two variables which accounted for 7% of the variance in 

the model. Both variables were measures of RMS amplitude: the pause-corrected RMS (0.97) 

and overall RMS (0.96).  

Factor 7. Factor 7 consisted of two variables which accounted for 6% of the variance in 

the model. Both variables were measures of the envelope: burst duration/total duration (0.90) and 

number of bursts (0.86). 

 

Figure 4 

Scree plot of eigenvalues revealing a 7-factor model.   
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Table 5  

Factor Loadings of Acoustic Variables. 

Factor Loadings               
 Factor 

  1 2 3 4 5 6 7 

RMS in band fc = 8000 Hz 0.89             

Moments of the Spectrum 

(Centroid) 
0.87 

  

    

Moments of the Spectrum (SD) 0.81   
    

Mean Pitch 0.61   
 0.41   

Spectral Velocity (SD)  1.00      

Spectral Velocity (Maximum)   0.90      

Spectral Velocity (Mean)   0.86      

Modulation Statistics (Max Peak)  0.49      

Moments of the Spectrum (Skew)  
 -0.91     

Moments of the Spectrum 

(Kurtosis) 
 

 
-0.86     

Spectral Flux (Mean)    -0.43  0.45   

Mean Peak in Autocorrelation    1.02    

SD of Peaks in Autocorrelation    0.98    

Maximum Peak in 

Autocorrelation  

   0.62   

Maximum Pitch Salience  
   0.62   

Mean Pitch Salience     0.58   

Spectral Flux (Maximum Peak)     0.48   

RMS in band fc = 250 Hz  
  

 -0.43   

Pause-Corrected RMS Amplitude    
  0.97  

Overall RMS Amplitude    
  0.96  

Total Number of Bursts    
   0.90 

Moments of the Spectrum (# of 

Peaks)    

   0.86 

Note.  Extraction method: maximum likelihood; Rotation method: Geomin (oblique); Loadings 

less than |.40| are not displayed. 
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Multiple Linear Regression Analyses 

 Next, eight multiple linear regression analyses were calculated to predict average 

performance on each global property rating scale based on the acoustic measures. Overall, each 

global property rating scale was significantly predicted by at least one acoustic variable (see 

Table 5).  

Natural vs. Human-Influenced Regression 

The first regression was calculated to predict performance on the Natural vs. Human-

Influenced rating scale based on all 35 acoustic variables and was statistically significant, R2 = 

0.57, R2
adj = 0.47, F(35, 162) = 6.09, p < .001. The significant acoustic predictors were pause-

corrected/overall RMS amplitude (β = 0.16, p < .05), mean pitch (β = -0.44, p < .001), standard 

deviation of pitch (β = -0.26, p < .05), RMS energy in octave-wide frequency bands centered at 

500 Hz (β = 0.22, p < .05), the spectral flux standard deviation (β = -0.25, p < .05), and the range 

of peaks in the autocorrelation (β = -0.14, p = .05). 

Open vs. Closed Regression 

The regression predicting performance on the Openness rating scale based on all acoustic 

variables was statistically significant, R2 = 0.57, R2
adj = 0.48, F(35, 162) = 6.21, p < .001. The 

significant acoustic predictors were the Moments of the Spectrum centroid (β = 0.39, p < .05), 

pause-corrected RMS amplitude (β = 5.96, p < .05), overall RMS amplitude (β = -6.05, p < .05),  

mean pitch (β = -0.50, p < .001), standard deviation of pitch (β = -0.20, p < .05), spectral flux 

standard deviation (β = -0.30, p < .05), range of peaks in the autocorrelation (β = -0.23, p < .05), 

RMS energy in octave-wide frequency bands centered at 250 Hz (β = 0.18, p < .05), and 1000 

Hz (β = -0.18, p < .05).  
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Outdoor vs. Indoor Regression 

The regression predicting performance on the Openness rating scale based on all acoustic 

variables was statistically significant, R2 = 0.58, R2
adj = 0.49, F(35, 162) = 6.33, p < .001. The 

significant acoustic predictors were the Moments of the Spectrum centroid (β = 0.35, p < .05), 

pause-corrected RMS amplitude (β = 4.89, p < .05), overall RMS amplitude (β = -4.94, p < .05), 

mean pitch (β = -0.57, p < .001) and standard deviation of pitch (β = -0.26, p < .05), mean pitch 

salience (β = 0.32, p < .05), spectral flux standard deviation (β = -0.37, p < .001), maximum peak 

in spectral flux (β = 0.20, p = .05), maximum peak in the autocorrelation (β = -0.23, p < .05), the 

range of peaks in the autocorrelation (β = -0.17, p < .05), RMS energy in octave-wide frequency 

bands centered at 1000 Hz (β = -0.14, p = .05) and 2000 Hz (β = 0.13, p = .05).  

Temperature Regression 

 A regression was calculated to predict performance on the Temperature rating scale based 

on all acoustic variables and was statistically significant, R2 = 0.33, R2
adj = 0.19, F(35, 162) = 

2.32, p < .001. The significant predictors were the Moments of the Spectrum standard deviation 

(β = 0.48, p < .05) and number of peaks (β = -0.34, p < .001), pause-corrected/overall RMS 

amplitude (β = 3.68, p < .05), spectral velocity mean (β = -0.60, p < .05), and spectral velocity 

standard deviation (β = 0.86, p < .05).  

Navigability Regression 

 The regression predicting performance on the Navigability rating scale based on all 

acoustic variables was statistically significant, R2 = 0.41, R2
adj = 0.28, F(35, 162) = 3.18, p < 

.001. The only significant predictor was pause-corrected/overall RMS amplitude (β = -0.17, p < 

.05). 
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Season Regression 

 A regression was calculated to predict performance on the Season rating scale based on 

all acoustic variables and was statistically significant, R2 = 0.56, R2
adj = 0.47, F(35, 162) = 5.99, 

p < .001. The significant predictors were the Moments of the Spectrum skew (β = -0.80, p < .05) 

and kurtosis (β = 0.46, p < .05), as well as RMS energy in octave-wide frequency bands centered 

at 1000 Hz (β = 0.15, p < .05).  

Transience Regression 

 A regression was calculated to predict performance on the Transience rating scale based 

on all acoustic variables and was statistically significant, R2 = 0.78, R2
adj = 0.73, F(35, 162) = 

16.28, p < .001. The significant predictors were the Moments of the Spectrum skew (β = -0.80, p 

< .001), kurtosis (β = 0.43, p < .05), and number of peaks (β = 0.12, p < .05), mean pitch (β = -

0.22, p < .05), mean pitch salience (β = 0.23, p < .05), as well as RMS energy in octave-wide 

frequency bands centered at 500 Hz (β = 0.19, p < .001) and 1000 Hz (β = 0.20, p < .001). 

Sparseness Regression 

 A regression was calculated to predict performance on the Sparseness rating scale based 

on all acoustic variables and was statistically significant, R2 = 0.87, R2
adj = 0.84, F(35, 162) = 

31.51, p < .001. The significant predictors were the Moments of the Spectrum skew (β = -0.97, p 

< .001), kurtosis (β = 0.51, p < .001), and number of peaks (β = 0.09, p < .05), mean pitch (β = -

0.15, p < .05), maximum pitch (β = 0.13, p < .05), mean pitch salience (β = 0.27, p < .001), 

spectral flux mean (β = -0.21, p < .05), spectral flux standard deviation (β = -0.11, p < .05), as 

well as RMS energy in octave-wide frequency bands centered at 500 Hz (β = 0.10, p < .001) and 

1000 Hz (β = 0.12, p < .001). 
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Table 6 Significant Acoustic Predictors for Each Global Property Rating Scale. 

Variable β R2   Variable β             R2 

Natural vs. Human-Influenced   0.57   Temperature   0.33 

Pause-Corrected/Overall RMS Amplitude 0.16    Moments of the Spectrum (SD) 0.48  
Pitch (Mean) -0.44    Moments of the Spectrum (# of Peaks) -0.34  
Pitch (SD) -0.26    Pause-Corrected/Overall RMS Amplitude 3.68  
Spectral Flux (SD) -0.25    Spectral Velocity (Mean) -0.6  
Autocorrelation (Range of Peaks) -0.14    Spectral Velocity (SD) 0.86  

RMS in band fc = 500 Hz  0.22    Navigability   0.41 

Openness   0.57   Pause-Corrected/Overall RMS Amplitude -0.17  
Moments of the Spectrum (Centroid) 0.39    Season    0.56 

Pause-Corrected RMS Amplitude 5.96    Moments of the Spectrum (Skew) -0.8  
Overall RMS Amplitude -6.05    Moments of the Spectrum (Kurtosis) 0.46  
Pitch (Mean) -0.50    Transience   0.78 

Pitch (SD) -0.20    Moments of the Spectrum (Skew) -0.8  
Spectral Flux (SD) -0.30    Moments of the Spectrum (Kurtosis) 0.43  
Autocorrelation (Range of Peaks) -0.23    Moments of the Spectrum (# of Peaks) 0.12  

RMS in band fc = 250 Hz  0.18    Pitch (Mean) -0.22  

RMS in band fc = 1000 Hz  -0.18    Pitch Salience (Mean) 0.23  

Outdoor vs. Indoor   0.58   RMS in band fc = 500 Hz  0.19  

Moments of the Spectrum (Centroid) 0.35    RMS in band fc = 1000 Hz  0.2  
Pause-Corrected RMS Amplitude 4.89    Sparseness   0.87 

Overall RMS Amplitude -4.94    Moments of the Spectrum (Skew) -0.97  
Pitch (Mean) -0.57    Moments of the Spectrum (Kurtosis) 0.51  
Pitch (SD) -0.26    Moments of the Spectrum (# of Peaks) 0.09  
Pitch Salience (Mean) 0.32    Pitch (Mean) -0.15  
Spectral Flux (SD) -0.37    Pitch (Maximum) 0.13  
Spectral Flux (Max Peak) 0.2    Pitch Salience (Mean) 0.27  
Autocorrelation (Max Peak) -0.23    Spectral Flux (Mean) -0.21  
Autocorrelation (Range of Peaks) -0.17    Spectral Flux (SD) -0.11  

RMS in band fc = 1000 Hz  -0.14    RMS in band fc = 500 Hz  0.1  

RMS in band fc = 2000 Hz  0.14    RMS in band fc = 1000 Hz  0.12  
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Chapter 4: Discussion 

 Here, we investigated the contributions of high-level global information and low-level 

acoustic features to auditory scene perception. Participants listened to complex, real-world 

auditory scenes and made judgments on a series of global properties (Sparseness, Transience, 

Season, Navigability, Openness, Outdoor vs. Indoor, Natural vs. Human-Influenced, 

Temperature). We found high between-participant consistency on ratings of all eight global 

property rating scales (indicated by the significant intra-class correlations). This particular result 

provides preliminary evidence for the ability to perceive auditory scenes from a global 

perspective, which is consistent with findings in the visual domain (Greene & Oliva, 2009a). A 

variety of acoustic measures were useful in predicting each of the global property ratings, though 

some of the acoustic-global relationships were non-linear. 

These results are consistent with the hypothesis that global scene properties serve as 

high-level scene dimensions to inform a scene’s layout, function, and constancy, allowing 

observers to rapidly understand the scene without needing to identify individual objects that are 

present (Greene & Oliva, 2009a; 2009b, Ross & Oliva, 2010, Greene & Oliva, 2010). Using both 

behavioral and computational methods, these studies demonstrated that observers can more 

quickly and accurately categorize visual scenes into a global category (e.g., an open 

environment) than a basic level category (e.g., a waterfall; Greene & Oliva, 2009a), utilize global 

information to perform basic-level categorization tasks (Greene & Oliva, 2009b), and adapt to 

global properties of visual scenes (Greene & Oliva, 2010). Additional electrophysiological 

studies have indicated the P2 event related potential (ERP) as a neural marker for global scene 

properties (Harel et al., 2016) and have revealed that global scene information is extracted in 

early ERP components (P1, N1, and P2; Hansen et al., 2018). The mounting evidence for the use 
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of global scene properties in the visual domain provides a promising foundation for future 

behavioral, electrophysiological, neuroimaging, and computational studies in the auditory 

domain. Although our study only measured eight global properties, many more may be 

uncovered and investigated by future research to provide a well-rounded understanding of how 

people use objects to interpret complex auditory scenes. For example, future studies can evaluate 

how well people can identify the setting of a scene compared to the objects within it. 

Additionally, it would be useful to measure how quickly and in what order global scene 

judgments are made (e.g., is openness perceived prior to temperature?) and whether observers 

can adapt to these properties.  

Dimensionality of Auditory Scene Perception 

The results of our study indicate a high amount of dimensionality reduction along the 

auditory pathway when we listen to auditory scenes. Dimensionality reduction has been 

demonstrated in the perception of environmental sounds (Gygi, Kidd, & Watson, 2007), timbre 

(Grey, 1977), musical tonality (Shepard, 1982; Krumhansl, 1979; Toiviainen, Kaipainen, & 

Louhivouri, 1995), and rhythm (Jacoby & McDermott, 2017; Desain & Honing, 2003), 

suggesting this is a common feature of auditory processing. The multiple linear regressions 

calculated to predict performance on the global property rating scales based on the acoustic 

properties of each scene revealed each rating scale was significantly predicted by at least one 

acoustic variable. This finding, along with the difference in the number of reduced factors in the 

exploratory factor analyses (2 global property factors vs. 7 acoustic factors), suggest global 

variables may be processed at a higher level of the auditory pathway where acoustic features 

have been abstracted out of or have nonlinear relationships with global variables. The 

transformation of low-level acoustic information into high-level global representations of 

auditory scenes could occur similarly to processing along the ventral visual stream, where low-
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level information about visual objects (e.g., an object’s geometric shape, position in space, etc.) 

culminates into high level representations of visual objects which allow for object recognition 

(DiCarlo, Zoccolan, & Rust, 2012).  

Investigating responses to auditory scenes along the auditory pathway will be essential to 

our understanding of how the auditory system integrates low-level acoustic features of auditory 

scenes into high-level global representations of scenes. The auditory system functions 

hierarchically, showing tuning specificity for simple stimuli and acoustic features, such as pure 

tones, pitch (Patterson et al., 2002; Bendor & Wang, 2005; Norman-Haignere et al., 2013), 

frequency (Humphries et al., 2010; Da Costa et al., 2011), spatial cues (Higgins et al., 2017; 

Rauschecker & Tian, 2000; Stecker et al., 2005), and spectral and temporal modulations (Chi et 

al., 2005; Schönwiesner & Zatorre, 2009; Barton et al., 2012; Santoro et al., 2014) in primary 

auditory areas as well as tuning specificity for more complex stimuli, such as noise bursts (Kaas 

& Hackett, 2000), vocalizations (Rauschecker & Tian, 2000; Belin et al., 2000; Petkov et al., 

2008), speech (Scott et al., 2000; Mesgarani et al., 2014; Overath et al., 2015; Norman-Haignere, 

Kanwisher, & McDermott, 2015), song (Norman-Haignere et al., 2022), and music (Boebinger, 

Norman-Haignere, McDermott, & Kanwisher, 2021) in non-primary auditory areas. Taken 

together, these findings indicate the auditory system processes information with increased 

complexity along the pathway, which parallels findings in the visual system (Tootell et al., 1988; 

1998; Hubel and Wiesel, 1962; De Valois & De Valois, 1988; Movshon et al., 1978; Carandini et 

al., 1999; Cumming & DeAngelis, 2001; Gegenfurtner & Kiper, 2003; Horwitz & Hass, 2012; 

DiCarlo et al., 2012).  
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Neural Pathways for Scene Processing 

 Since the existence of global properties is supported by behavioral, computational 

(Greene & Oliva, 2006; Greene & Oliva, 2009a, 2009b; Ross & Oliva, 2010, Greene & Oliva, 

2010), and neural (Harel et al., 2016; Hansen et al., 2018) studies in the visual domain as well as 

the results of our behavioral study, important questions regarding the neural pathways allowing 

for global processing of auditory scenes are prompted. Similar to the organization of the visual 

cortex (Mishkin, Ungerleider, & Macko, 1983; Goodale & Milner, 1992; Milner & Goodale, 

2006), it has been proposed that the auditory system processes information using two parallel 

processing streams: a dorsal stream and a ventral stream (Rauschecker, 1998; Rauschecker & 

Tian, 2000, Alain et al., 2001; Griffiths, 2008; Lomber & Malhotra, 2008). The dorsal stream 

affords us the ability to localize auditory stimuli in space (Rauschecker & Scott, 2009; 

Rauschecker, 2012) and map sounds onto motor-based representations involved in speech 

production (Hickok & Poeppel, 2004), while the ventral stream allows us to identify and extract 

the content and meaning of auditory stimuli (including speech). Although the dorsal stream plays 

a critical role in processing spatial information, this discussion will focus on the ventral stream as 

its function is more relevant to identification and processing of non-spatial information in 

auditory scenes. 

The ventral stream originates in the core auditory fields A1 and R, continues to the 

anterolateral and middle lateral belt regions, and terminates in the ventrolateral prefrontal cortex 

(vlPFC; Kaas & Hackett, 2000; Rauschecker & Tian, 2000). As previously mentioned, neurons 

in the core prefer lower-level sound features such as frequency and intensity, while neurons in 

the anterolateral belt respond to vocalizations, frequency-modulated sweeps, and band-passed 

noise (Chang et al., 2010; Rauschecker et al., 1995; Rauschecker & Tian, 2000, 2004; Tian & 

Rauschecker, 2004; Tian et al., 2001). The processing of sound stimuli in the vlPFC reflects 
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post-sensory processing such as auditory attention, working memory, the meaning of sounds, and 

integration of multisensory information (Cohen et al., 2009; Plakke & Romanski, 2014; Poremba 

et al., 2003; Lee et al., 2009; Ng et al., 2014; Romanski et al., 2005; Russ et al., 2008a, 2008b). 

In the ventral visual stream, there is evidence of both object-selective and scene-selective regions 

(Epstein & Baker, 2019). Epstein and Kanwisher (1998) identified the parahippocampal place 

area (PPA), a region of the cortex which responds more strongly to pictures of scenes (e.g., 

houses) than objects (e.g., bodies, faces) during both active perception and mental imagery of 

visual scenes. More recent studies have highlighted the role of PPA in recognition of non-visual 

information as well, such as descriptions of famous places (Aziz-Zadeh et al., 2008) and audio 

descriptions of spatial information (Hausler, Eickhoff, & Hanke, 2022). A second visual scene-

specific region exists in the retrosplenial complex (RSC) called the medial place area (MPA; 

Epstein & Kanwisher, 1998; O’Craven & Kanwisher, 2000), and a third in the occipital place 

area (OPA; Nakamura et al., 2000; Dilks et al., 2013). A recent account suggests the PPA is 

important for scene categorization whereas the OPA and RSC support visually guided navigation 

and map-based navigation, respectfully (Dilks, Kamps, & Persichetti, 2021). An additional fMRI 

study identified a series of distributed cortical networks which show tuning specific to various 

scene categories (e.g., navigation, social interaction, human activity, motion-energy, texture, 

non-human animals, civilization, natural environment), demonstrating the complexity of scene 

processing in the human cerebral cortex (Çelik et al., 2021).  

Many object-specific areas have been identified as well; some areas respond most to 

faces (fusiform and occipital face areas; Kanwisher, McDermott, & Chun, 1997; Haxby, 

Hoffman, & Gobbini, 2000), shapes (posterior fusiform and lateral occipital complex (LOC); 

Malach et al., 1995; Grill-Spector & Malach, 2004), or bodies (fusiform and extrastriate body 

area; Peelen & Downing, 2005; Downing et al., 2001). A replication of Dilks et al. (2013) 
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provided further evidence of a double dissociation in scene and object processing in the OPA and 

LOC. Transcranial magnetic stimulation (TMS) delivered to OPA impaired the recognition of 

scenes while TMS delivered to LOC impaired recognition of objects (Wischnewski & Peelan, 

2021). Scene and object processing has also been explored using intracranial 

electroencephalography (iEEG), which offers high anatomical and temporal resolution. Vlcek et 

al. (2020) collected iEEG data as epileptic patients viewed images containing both objects and 

scenes. Their results support the roles of the PPA and LOC in scene and object processing, 

respectively, as well as scene-selective areas MPA and OPA. This scene network was shown to 

extend to regions involved in processing scene novelty (anterior temporal lobe regions, including 

the hippocampus and parahippocampal gyrus). Additional object-selective areas were identified, 

including areas selective for tool use (intraparietal sulcus, supramarginal gyrus and middle 

temporal cortex; Vidal et al., 2010) and object recognition (inferior frontal gyrus and perirhinal 

cortex; Nakamura et al., 2000; Clarke & Tyler, 2014; Bar et al., 2001). 

While these studies in the visual domain have identified brain regions related to visual 

object and scene processing, most studies investigating the ventral auditory stream have used 

simple tones, noise bursts, isolated speech, music (both instrumental and with voice) or 

individual environmental sounds. Future neuroimaging studies or invasive neurophysiological 

studies will be necessary to evaluate how complex auditory scenes are processed along auditory-

specific pathways. An additional research avenue could investigate the potential relationship 

between the ventral visual stream and auditory scene processing. Since the amount of cortex 

devoted to processing visual information is far greater than the amount devoted to auditory 

processing, it could be possible that visual areas may aid in the perception and representations of 

auditory scenes. Additionally, computational modeling studies could increase our understanding 

of the neural and computational processes contributing to auditory scene processing. Most 
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models of auditory scene analysis focus on the segregation of two auditory stimuli (e.g., tones, 

noise bursts, speech, foreground/background) into perceptual streams (Krishnan. Elhilali, & 

Shamma, 2014; Elhilali & Shamma, 2008; Ma, 2011), but these models are limited and do not 

explain how auditory objects and scenes are identified or understood. Although one model of the 

auditory system assessed the recognition and understanding of synthesized sound textures (i.e., 

temporally homogenous sounds such as a rainstorm or a choir of crickets; McDermott & 

Simoncelli, 2011), future studies are necessary to evaluate how auditory objects and scenes are 

processed from early to late stages in the auditory system.  

 In summary, our results provide preliminary evidence for the ability to perceive auditory 

scenes from a global perspective. Additionally, our results suggest a high degree of 

dimensionality reduction along the auditory pathway wherein global properties of scenes are 

processed at a high level and the acoustic features of scenes are processed at a low level. 

Examining the role of global properties in our perception of auditory scenes is essential to gain a 

finer understanding of the underlying processes which construct our representations of the 

auditory environment.  
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