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ABSTRACT

ON OUTFLOWS DUE TO RADIATION

By
Randall Cody Dannen

Dr. Daniel Proga, Examination Committee Chair
Professor of Physics & Astronomy
University of Nevada, Las Vegas

Observations of ionized AGN outflows have provided compelling evidence that the radiation
field transfers both momentum and energy to the plasma. At parsec scale distances in AGN,
energy transfer can dominate, in which case the only force needed to launch an outflow is due to
gas pressure. Much closer to the black hole, gravity dominates thermal energy due to insufficient
heating by the radiation and the gas is in the so-called ’cold wind solution’ regime. Only magnetic
or radiation forces can lead to outflow, but it is unclear how these forces depend on the spectral
energy distribution (SED) and the ionization parameter. To accurately compute the radiation
force, it is still necessary to know the gas temperature, both of which require detailed accounting
of the microphysics. By surveying the parameter space of radiation forces resulting from various
temperature blackbody, AGN, and X-ray binary SEDs while simultaneously computing the heating
and cooling balance to determine the temperature, I will characterize and quantify how the resulting
wind properties depend on the assumed SED and ratio of gravitational binding energy and gas

thermal energy.
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CHAPTER 1: ACTIVE GALACTIC NUCLEI

Figure 1.1. Artistic impression of a AGN courtesy of Nima Abkenar.

Active Galactic Nuclei (AGN) are the brightest objects in the universe located at the center of
active galaxies and represent the growth phase of supermassive black holes (SMBH). Astronomers
have been working to understand what AGN look like and the physics underlying them for over 100
years (Fath, 1909), and owing to their complex nature, AGN have had many names. Commonly

nearby AGN were often referred to as Seyfert Galaxies, and further galaxies referred to as quasars,
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Figure 1.2. Schematic representation of the spectral energy distribution (SED) of an unobscured
AGN (black curve), separated into the main physical components (colored curves) and compared
to the SED of a star-forming galaxy (gray curve). Figure and caption from Hickox and Alexander
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quasi stellar objects, and QSOs not understanding that they were all AGN (Seyfert, 1943; Salpeter,
1964; Lynden-Bell, 1969). After the introductory chapter describing the basic properties of AGN
and evidence for clouds, Chapter 2 will discuss how we compute the force due to spectral lines,
the force multiplier, M (t,£). Chapter 3 will discuss winds due to thermal driving and results from
simulations. Chapter 4 discusses line driven winds with and without heating due to the same
radiation force and important factors that impact the efficiency of line driving. Generally gas is
assumed to in local thermal equilibrium (LTE), however non-LTE calculations for M (¢, &) will be

presented in Appendix A and in B we will discuss the import roll of temperature when computing

M(t, ).

1.1 AGN Power Generation: Supermassive Black Holes

Although AGN are typically identified and classified based on observational features, there
is a precise physical definition. According to Netzer (2013), any galaxy that hosts an actively
accreting SMBH is considered an AGN. The prevailing notion is that all large galaxies have central
SMBHs as well as many small galaxies, notably those with bulges. It is the broadly accepted view
that their exists an accretion disk around the SMBH of viscous, optically thick gas that emits
thermally with temperatures ranging 7' ~ 10*7° K (refered to as the standard accretion disk or
a—disk model, Shakura and Sunyaev, 1973; Rees, 1984), emitting strongly in the optical and UV
spectral bands. Although that is far from the only component of the AGN SED (see Fig. 1.2 for
a schematic presentation of the different components of the SED). Another possible component of
AGN emission which this work will not touch on are jets, with two broad classifications: Blazars,
emitting broadly but powerful emitters of y—rays and radio galaxies, characterized by extended
radio lobs emitting far from the galactic center due jets powered by the SMBH. As mentioned in

the previous it is thought that the different classifications of AGN are due to line of sight effects
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and whether or not there’s material between the viewer and the central SMBH (Urry, 2004), see
Fig. 1.3 for a schematic of how the presence of spectral features and line of sight determine AGN
classification.

Evidence suggests that these galaxies and their black holes have co-evolved, as the masses of
SMBHs and the properties of their host galaxies are closely linked (Magorrian et al., 1998; Ferrarese
and Merritt, 2000; Gebhardt et al., 2000). This implies that a significant proportion of galaxies,
around 99%, do not accrete enough gas to be classified as ”active” galaxies. However, they do
accrete gas in a subdued manner, as demonstrated by the exceptionally faint appearance of the
low-luminosity AGN (LLAGN) such as our own galactic center. These LLAGN likely constitute a
substantial fraction of the galaxy population and thus broaden the range of luminosity’s in all AGN,
where LLAGN have luminosity in the range L ~ 101742 erg, Seyfart galaxies and low-luminosity
QSOs span the next three orders of magnitude, L ~ 10**7%6_ and high-luminosity QSOs can have

L ~ 10%78 (Giustini and Proga, 2019).

1.2 Motivation for Clouds

In the spectra of AGN, we often observe spectra signatures from different sources of absorption
and emission. Fig. 1.4 shows a summary of the different ionized outflows we’ll discuss in this
section: Warm absorbers (WAs), broad absorption lines (BALs), narrow absorption lines (NALs),
ultra fast outflows (UFOs), broad line region (BLR), narrow line region (NLR). This section will
conclude with a brief over view of the “changing look AGN”, NGC 5548, whose intrinsic SED is
used in many of our studies and an AGN that show the potential for clump formation.

1.2.1 'Warm Absorbers
From early observation of AGN, there has been evidence of absorption from ionized gas, so-

called warm absorbers, in the soft X-ray spectra (Halpern, 1984; Reynolds and Fabian, 1995a).
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Figure 1.4. Summary of different ionized outflows detected in AGN and their average physical
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depending on the nature of the central AGN, and there is substantial overlap in parameter space

of the different outflows. Figure from Laha et al. (2020).



WASs are clouds of partially ionized gas commonly found in the vicinity of AGN and are thought
to be principally responsible for the hard—UV and X-ray opacity along our line of sight. While
the physical properties of warm absorbers are still not fully understood, they are thought to be
composed of gas that is at a temperature of a few thousand degrees Kelvin with moderate to full
ionization and outflowing from within 10% pc of central SMBH. Absorption features from H- and
He-like C, O, N, Ne, Mg, Al, and S ions whow that typical outflow velocities range from 100-2000
km s~! )(Kaspi et al., 2002). Typical densities range from n, = 10*~* ¢cm™ and occupy between
0.1pc—1 kpc away from the SMBH. This outflowing material plays an important role in galactic
feedback by regulating the growth of the SMBH and transporting material and momentum to
interstellar medium (ISM).
1.2.2 Broad and Narrow Absorption Lines

BALs and NALs are spectral features indicating the presence of high velocity AGN outflows,
both of which can be found with velocities up to 10,000 km s™!. As their names imply, BALs
tend to be much broader absorption features with FWHM > 3000 km s~! with minimum outflow
velocities > 5000 km s~'. NALs on the other hand, have typical velocities of about 1000 km s~!
and narrow FWHM (Weymann et al., 1981; Hamann et al., 2011; Chen and Pan, 2017). The likely
difference in the velocities is due to their launching locations. BALs and NALs also tend to be seen
in different parts of the spectrum; BALs are typically seen in the UV where NALSs tend to be seen in
the optical and near infrared, and BALs are tpypically correlated with AGN luminosity, indicating
that the SMBH is actively accreting. This in turn will heat up the surrounding gas, resulting in an
outflow. NALSs tend to be associated with radio emission where BALs are not (Knigge et al., 2008;

Hamann et al., 2018).



1.2.3 Ultra Fast Outlfows
Ultra fast outflows (UFOs) are relatively new addition to the study of AGN outflows with
velocities that are a considerable fraction of the speed of light, ranging up to ~ 0.3c. These UFOs
show a high degree of ionization due to their inclusion of absorption in the X-ray belonging to
25 XXV and 25 XXVI K-shell lines. Once thought to be rare, an archival search of the data
from XMM-Newton and Suzuki revealed that UFOs maybe more common than previously that,
appearing in about 35% of the galaxies surveyed (Tombesi et al., 2010a; Gofford et al., 2013;
Tombesi et al., 2013).
1.2.4 Broad Line Region
The BLR is a region of gas that surrounds the supermassive black hole at the center of an AGN
and thought to be responsible for the broad emission lines that are seen in the spectra of AGN with
FWHM > 25,000 km s~ ! (Strateva et al., 2003). Thought to be a very complex region since it’s
structure is still not well understood. However, it is thought to be comprised of a large number of
relatively small highly ionized clouds of gas orbiting the central SMBH with velocities in the few
thousand km s~! range and with 7'~ 10* — 10° K. These observed broad emission lines have been
vital to our understanding of AGN;, since they allow us to estimate the velocities of these clouds
and line intensity can be used to gives estimates of the temperature.
1.2.5 Narrow Line Region
The NLR is the gas thought responsible for the narrow emissions lines, FWHM< 25,000 km s,
that are seen in the spectra of AGN and located on scales of 100-1000 pc from the central engine
of the AGN. The NLR is thought to be comprised of ionized clouds of gas ionized by the central
source moving away from the SMBH with velocities estimated in the few hundred km s~* range and
with 7'~ 10* K from observed emission lines. These observed narrow emission lines are correlated

with radio emission from AGN, and thought to be produced by the recombination of electrons with



ionized atoms and this allow to make velocity and temperature estimates of these outflowing clouds
(Bennert et al., 2002).

UFOs, NLR, BLR, and WAs are all thought to be important components of the galactic feedback
process, regulating the growth of the central SMBH and by transporting energy and material to

the ISM and suppressing star formation.

Figure 1.5. Image of NGC 5548 taken by the Hubble Space Telescope.

1.3 Changing Look AGN: NGC 5548
NGC 5548, a Seyfert galaxy, was first discovered in 1787 by William Herschel; one of twelve
nebulae listed by American astronomer Carl Keenan Seyfert in 1943 that showed broad emission

lines in their nuclei, excess in the radio emission, X-rays confined to near the center of the galaxy,



and ionized outflows in excess of 450 km s~! (Kaastra et al., 2014). First noted in 2013 and
continuing even to now, this AGN has been closely studied due to its extreme variability in X-ray
emission, earning moniker “changing look AGN” (see Fig. 2.1 for examples of NGC 5548’s SED in
the obscured and unobscured states). Due to the extreme size of AGN, their variability tends to
not be on time scales too long for astronomers to observe them happening in real time, but this
fortunate observations is allowing us to get a deeper understanding of how AGN operate. This
change in brightness is thought to be caused by some obscurer, possibly WAs, moving into our line
of sight between the central source and not an underlying change in the intrinsic SED, and this gas
may provide the shielding thought to be required for line driven winds to form (Mehdipour et al.,

2015, 2016).
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CHAPTER 2: PHOTOIONIZATION AND REDIATIVE FORCE MULTIPLIER

2.1 Photoionization

Simply put, photoionization is one of the processed by which an atom (or molecule) is ionized
by absorbing a photon with enough energy to have an electron removed. Plasma codes such as
xSTAR (Kallman and Bautista, 2001) and cLoupy (Ferland et al., 2017) can be used to model these
features, as they perform detailed photoionization, radiative transfer, and energy balance calcula-
tions. Several groups have begun incorporating these calculations into hydrodynamical codes, and
this is currently the most accurate approach for comparing theory with observations (e.g., Salz
et al., 2015; Ramirez-Velasquez et al., 2016; Kinch et al., 2016; Dyda et al., 2017; Higginbottom
et al., 2017).

It is useful to define the photoionization parameter

Lx
- nr2

3 (2.1)

where Lx is the luminosity integrated from 1-1000 Ry, n is the number density of hydrogen
nucleons, and r is the distance from the source. Another useful form when dealing with isobaric

gas,

(2.2)

2.2 Radiative Line Driving
AGN are examples of astrophysical objects that are extremely luminous radiation sources over a
broad range of energies. A consequence of such efficient conversion of gravitational binding energy
is the production of outflows in the form of relativistic jets and winds of ionized gas with velocities
approaching a few percent the speed of light (e.g., Kaspi et al., 2002; Chartas et al., 2002; Tombesi
et al., 2010b; Reeves et al., 2018). Radiative and mechanical AGN feedback may play an important

role in the evolution of the host galaxy (Silk and Rees, 1998; Furlanetto and Loeb, 2003; Haiman
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and Bryan, 2006; Hopkins et al., 2006; Ciotti et al., 2010; McCarthy et al., 2010; Ostriker et al.,
2010; Fabian, 2012; Faucher-Giguere et al., 2012; Choi et al., 2014), and the winds in particular
are responsible for imprinting a host of spectral features in the optical, UV, and X-ray bands.
These features take the form of broad absorption lines, warm absorbers and ultra-fast outflows
(Weymann et al., 1991; Reynolds and Fabian, 1995b; Crenshaw et al., 2003; Giustini et al., 2011;
Hamann et al., 2013; Kaastra et al., 2014; Nardini et al., 2015; McGraw et al., 2017; Arav et al.,
2018), and much work is still required to determine the mechanism by which these outflows form.

Still, even within this modeling framework, a full treatment of the effects of radiation on gas
dynamics requires many time consuming calculations, so various further approximations are made.
For instance, most theoretical studies of gas flows that include thermal driving neglect or simplify
the treatment of the radiation force, f;.q, whereas studies of radiation pressure driven flows typically
neglect or simplify the radiative heating and cooling rates. In some applications, one could justify
ignoring the radiation force by referring to the rule of thumb that “radiation can heat (cool), but
frequently finds it difficult to push” (Shu, 1992). However, under some circumstances, radiation can
effectively push gas, such as when the total opacity of the gas, Ktot, is dominated by the contribution
from photon scattering (thereby providing no energy transfer) rather than from photon absorption
(which mainly provides heating). OB stars and cataclysmic variables are examples of objects where
the total opacity in their upper atmospheres and winds is dominated by contributions from spectral
line transitions, which mostly scatter photons, hence their winds are driven by the so-called line
force, frad1 (see Castor et al., 1975, CAK hereafter). Early theoretical work suggested that the
radiation force can also be the main mechanism driving supersonic gas flows in AGNs (Mushotzky
et al., 1972; Arav and Li, 1994; Murray et al., 1995; Proga et al., 2000; Proga, 2007), and numerous
observations appear to confirm these expectations (Foltz et al., 1987; Srianand et al., 2002; Ganguly

et al., 2003; Gupta et al., 2003; North et al., 2006; Bowler et al., 2014; Lu and Lin, 2018; Mas-Ribas
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and Mauland, 2019).

= <A”F”> (’“) (1—em). (2.3)

c TL
Where Av is the characteristic Doppler width of the transition (Av = vy, /c), F, is the specific
flux of our radiation field, ky is the line opacity, and 77, is the line optical depth. (Stevens &
Kallman 1990). The line opacity per unit mass is given by

2
e NL L NU U
. af /g /g .
meC pAI/

(2.4)

Where Ny, and Ny are the populations of the upper and lower states, g7, and gy are their respective

statistical weights, and g f is the line oscillator strength. We can express th optical depth of a given

line
oo
PUthKL
= dr = ) 2.5
= [ dpmar = G (25)
T
Building on these definitions, we need define two more parameters
oevthp
= 2.6
dv/dr’ (2:6)
the local optical depth parameter, and
RL
n=—, (2.7)
Oe¢

the line opacity relative to electron-scattering coefficient .. We see that 7, = nt as well.

2.3 Methodology
In the bottom panel of Fig. 2.1, we mark the fraction of the total energy contained in various
portions of the electromagnetic spectrum. We note that the comparison of ratios between the hard
and soft UV and X-ray fractional energy is likely an important factor. That is, the quantity of the

radiation is clearly important, but the shape of the radiation field is also important. For example,
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Figure 2.1. Top panel: Two representative AGN SEDs used in our calculations: AGN1 represents
the unobscured SED (solid line) while AGN2 represents the obscured SED (dashed line) of the
AGN in NGC 5548. We use different color shading to show the UV and X-ray energy bands. The
two vertical green lines mark the energy interval used to calculate £ (13.6 eV — 13.6 keV). Bottom
panel: Fraction of the total energy of the SEDs in each energy component band for AGN1 (solid
lines) and AGN2 (dashed lines). We also show the fraction of the total energy used in computing £
(i.e., the fraction of the total energy between the vertical green lines in the top panel).
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modeling of AGN observations requires spectra that are of a certain hardness (e.g., Mehdipour
et al., 2015, and references therein). However, only a fraction of the physically relevant SED
energy range can be observed. The behavior in the unobservable EUV region, for instance, must be
assumed. Additionally, the SED also affects the gas thermal stability (e.g., Kallman and McCray,
1982; Krolik, 1999; Mehdipour et al., 2015; Dyda et al., 2017). In particular, AGN1 and AGN2
both have regions of isobaric thermal instability; we return to this point in §2.5. The deficit of soft
photons in AGN2 also allows for isochoric instability, which leads to the formation of non-isobaric
clouds (Waters and Proga, 2019). In this context, the AGN is being obscured or not obscured from
point of view of the gas and not necessarily the observer.

We present these two SEDs since there is evidence that the evolution of the SED and therefore
the gas dynamics may be due to material moving between the AGN and our line of sight (LOS;
e.g., Capellupo et al., 2011, 2012). AGN1, the unobscured SED, is the intrinsic SED of the AGN
and AGN2, the obscured SED, represents the AGN SED through a column density of material
Ny = 1.45 x 10%° em? (Mehdipour et al., 2015). This allows us to consider situations where the

SED incident on the gas experiences the attenuated SED.

2.4 Atomic Line Lists
SK90 considered an X-ray binary system where blackbody radiation from a star drives a stellar
wind which was irradiated by X-rays emitted by a companion. Unlike SK90, we assume the radiation
field for both the ionizing flux and line driving is the same, as this is more appropriate for modeling
gas dynamics in AGNs. Other authors have also explored the line force due to AGNs (e.g. Arav
and Li, 1994; Chelouche and Netzer, 2003; Everett, 2005; Chartas et al., 2009; Saez and Chartas,
2011) but they used a different photoionization code (e.g. cLOUDY) and different atomic data sets

and line lists.
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Figure 2.2. Histograms illustrating properties of the lines used in our calculations. Left panel:
Solid lines indicate the number of lines as function of energy in units of eV for the atomic database
used in this work (black line) and used in SK90 (green line). For emphasis, we shade in blue the
energy range for UV photons and in red for the X-rays. Middle panel: Number of lines as a function
of oscillator strength gf for the entire line list (black line), including only the UV lines (blue line),
and only X-ray lines (red line). Right panel: Number of lines as a function of ionization degree for
the atomic database used in this work (black line), UV lines only (blue line), X-ray lines only (red
line), and the atomic database used in SK90 (green line).

The line list that we use is a combination of the XSTAR atomic data set and the atomic data
curated by Robert L. Kurucz. We take special care when merging these atomic data sets to not
double count any lines. If a line was found in both data sets, we prioritize the XSTAR atomic data
for X-ray lines and high energy UV lines and Kurucz’s data set otherwise. Information about the
distribution of lines as a function of energy, oscillator strength, and ionization degree is shown in
Fig. 2.2. This figure also includes information about the atomic data set used by SK90. Our current
atomic data set contains over two million lines, covering a wider range of energies and ionization
degrees and allowing for a more complete calculation of the force multiplier compared to previous

studies, especially due to X-rays lines and lines from highly ionized plasma.
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2.5 Force Multiplier Calculations

We adopt the same elemental abundances as Mehdipour et al. (2016) in both models. The
ionization balance is determined by the external radiation field rather than by the LTE assump-
tion (i.e. Saha ionization balance), using the photoionization code XSTAR to determine the ion
abundances as a function of €. The gas temperature is also function of £, which entails an implicit
assumption that the gas is optically thin. To guarantee this this while also ensuring that collisional
de-excitation processes are negligible compared to radiative processes in determining the ionization
balance, we set the hydrogen nucleon number density in XSTAR to ng = 10* cm™3. This value is
in accordance with density estimates for AGN outlfows (Arav et al., 2018). The column density
was set to N = 10'7 ¢cm™2, the luminosity to 10* ergs s™!, and the ionization parameter at the
inner radius to log(§) = 5, placing the most ionized gas ~ 1 pc away from the source and least
ionized gas =~ 3000 pc from the source. This results in the range ¢ spanning log(¢) from -2 to 5,
where XSTAR defines ~ 160 spatial zones with step sizes Alog(¢) ~ 0.4. In the two top panels of
Fig. 2.3, we show the photoionization equilibrium temperature (i.e., the temperature for which the
total amount of energy absorbed from the incident radiation field should balance the total emitted
energy in lines and continua) as a function of £ (black solid lines) and we shaded regions where the
condition for isobaric thermal instability is satisfied (Field, 1965).

The force per unit mass due to an individual line can be computed as

_ F,,AI/DE (

fr 1—e ), (2.8)

c 7L

where k7, is the line’s opacity, 77, the line’s optical depth, Avp = vy /c is the line’s thermal
Doppler width, with vy, being defined as the thermal speed of the ion that a given atomic line

belongs to, and F), is the specific flux (Castor, 1974). The optical depth for specific line in a static
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Figure 2.3. Summary of results from our photoionization and line force calculations. Top panels:
The force multiplier M (&,t) as a function of £ for an optically thin gas with small optical depth
parameter, t = 107%, for AGN1 (left) and AGN2 (right). This small value of ¢ yields a proxy for
Mpax. Plotted against the left vertical axes are values of My,x due to all lines (solid blue curve),
UV lines only (dashed red curve) and X-ray lines only (dash-dotted green curve). Plotted against
the right vertical axes is the photoionzation equilibrium temperature determined by XSTAR corre-
sponding to £ = 0 (solid black line). The shaded regions indicate the parameter space where the
gas is thermally unstable by the isobaric criterion (i.e., [0logT/0log&], > 1; (e.g., Barai et al.,
2012)). Bottom panels: The opacity of the single strongest UV and X-ray line as a function of £
(dashed red and dash dotted green curves, respectively). The line opacity is in units of electron
scattering opacity (see Eq. 2.14).
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Figure 2.4. The main results from our photoionization and line force calculations. Top panels:
These correspond to AGN1. The left panel shows our results as a function of ¢ for a fixed £&. The
solid lines show results for a fixed £ [from top to bottom, £ increases from 102 (violet region) to
10° (red region)], and the ¢ levels are separated by Alog(¢) = 1. The right panel shows results
of our force multiplier calculations as function of £ for a fixed ¢t. The solid lines show results for
a fixed t [from top to bottom, ¢ increases from 107 (violet region) to 10 (red region)], and the ¢
levels are separated by Alog(t) = 1. Bottom panels: Same as the top panels for AGN2.
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atmosphere is
o0

TL :/p/iLdr, (2.9)

while in an expanding atmosphere it is

TL = pELISob- (2.10)

Here, lgop, = vin/|dv/dl] is the so-called Sobolev length. CAK defined a local optical depth param-

eter
t = 0eplsob- (2.11)
We take vy, to be the proton thermal speed at 50,000 K. For a given line, we can define the opacity

accounting for stimulated emission,

2
e N, — N,
wp = T ot L/91 — Nu/gu
mecC pAVD

(2.12)

where . is the opacity in units cm? g=* (where all other symbols have their conventional meaning).
Following SK90, we assume a Boltzmann distribution (i.e. the Local Thermodynamic Equilibrium,
LTE, assumption) when determining the level populations. For SK90’s calculation, XSTAR version
1 did not explicitly calculate the populations of excited levels, and also such a calculation was
not computationally feasible at the time. In our current work, the LTE assumption is made in
order to allow the use of the Kurucz line list and to allow for direct comparison with CAK, SK90,
Gayley (1995), and Puls et al. (2000). This line list is more extensive in the optical and ultraviolet
than the lines currently considered by xSTAR. However, the Kurucz line list does not include the
associated collision rates or level information which are needed in order to calculate non-LTE level
populations. The LTE assumption results in a larger population of the excited levels when compared
to a non-LTE calculation (see §2.7 for discussion on these points).

It is conventional to rewrite the optical depth as

L = 1t (2.13)
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where 7 is a rescaling of line opacity
N = KL/Oc. (2.14)
We can now write an expression for the total acceleration due to lines as

= 7C(1,) (2.15)

ar,

where M (t,&) is the total force multiplier given by

M6 =3 A”ZZ F”% (1—e ). (2.16)

lines

While ¢ depends on the temperature through wvyy,, this temperature value is arbitrary and has no
direct role in M (&, t); our calculations of M (&, t) just require one to be specified (i.e. the vy, terms
cancel upon expanding the various components of Eq. 2.16; see Gayley 1995 for a detailed discussion
of this point and an alternative formalism).

CAK found that M (,t) increases with decreasing ¢t and it saturates as t approaches zero (i.e.,
gas becomes optically thin even for the most opaque lines). We will refer to the saturated value of
M(&,t) as Mpax. CAK also showed that for OB stars, Myax can be as high as ~ 2000 (see also
Gayley, 1995). This means that the gravity can be overcome by the radiation force even if the
total luminosity, L, is much smaller than the Eddington luminosity, Lgqq = 4mrcGM /o.. In other
words, the radiation force can drive a wind when L' M. > 1, where L' = L /Lgqq is the so-called
Eddington factor.

The key result of SK90 was to show how M (§,t) changes not only as a function of ¢ but also as
a function of £. In particular, they found that My, increases gradually from ~ 2000 to 5000 as &
increases from 1 to ~ 3 and then drops to ~ 0.1 at £ ~ 1000. The line force becomes negligible for
& > 100 because then My < 1.

The force multiplier depends also on other gas and radiation properties, for example gas metal-

licity (e.g., CAK) and column density, Ny (e.g., Stevens, 1991). However, here we concentrate
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Figure 2.5. Main contributors to the total force multipliers. The left panels correspond to AGN1
and the right panels correspond to AGN2. The solid black line in each panel represents the total
force multiplier for ¢ ~ 1075 (our proxy for M.y ). The top panels shows the contribution to Myax
for various elements of interest (see the legend in the bottom left corner of the top left panel).
Similarly, the bottom panels show the contribution of various ions (see the legend in the bottom
right corner of the bottom left panel).

only on the effects due to t and £ for a given SED and chemical abundance (the same as the ones

in Mehdipour et al., 2016).

2.6 Results Using AGN SED
In Fig. 2.4, we show how the force multiplier changes as a function of £ and ¢. The left hand
side panels show that M (&,t) is a mostly monotonic function of ¢ that saturates at very small ¢
for all &, while at large ¢, M(,t) is a power law of ¢ as first found by CAK. The right hand side
panels show that M (&, t) decreases slightly with increasing £ for small ¢ and a fixed ¢t. However,
for £ 2 1, M(&,t) decreases significantly with increasing £ (the details depend on ¢). The decrease

is not monotonic; there is a resurgence in the line force for £ ~ 100 — 1000 for both the AGN1 and
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AGN1

AGN2

log(§) ~0  Mygai(t,§) = 522 log(§) ~0  Myga(t,§) = 1635

Ton Wavelength (A) Mg (t,£) Ton Wavelength (A) Mip(t,€)
HI 1216 5.051 HI 1216 5.992
HI 1026 4.768 HI 1026 5.769
C1v 1550 1.550 Civ 1550 1.840
NV 1239 1.355 C 111 977 1.562
O VI 1037 1.224 NV 1239 1.520
log(f) ~1 Mtotal(t’f) =123 10g(€) ~1 Mtotal(t7£) =117

HI 1216 4.771 HI 1216 7.522
Ne VI 401 1.02 HI 1026 4.023
O VI 150 0.945 C1v 1548 2.227
O vII 21 0.724 NV 1239 1.907
Cv 40 0.6812 O VI 1038 1.849
log(&) =~ 2  Mpq(t,§) = 24 log(§) ~ 2 Miotar(t,€) = 9.2

O VIII 19 0.604 HI 6563 0.409
Si X 303 0.399 O VI 1032 0.171
Fe XI 180 0.340 Fe XI 180 0.096
Fe XII 202 0.330 Fe X 174 0.089
Fe X1V 284 0.290 Fe XII 187 0.089
log(€) ~ 3  Mprai(t,§) =20 log(§) ~ 2.6 Mipa(t,§) =22

Fe XXIII o 7.328 Fe XXIII 1157 6.200
Fe XXII 1157 3.546 Fe XXIIT 1345 4.725
Fe XXII 1344 2.640 Fe XXIII 3739 3.909
Fe XXII 3738 2.172 Fe XXIIT 9587 2.193
Fe XXII 9586 1.561 O vIII 1303 0.416

Table 2.1. Table showing the top five contributing lines to the force multiplier for AGN1 (left
column) and AGN2 (right column) for fixed t = 107° and selected values of €. Note that the value
of £ in the bottom section of the table differs in the each column; it is intended to correspond to
the bump in the M,y distribution at large £ (see the black lines in fig. 2.5).

AGN2 cases. A similar “bump” feature on the plot of M(,t) vs. £ was shown in SK90 (see Fig. 2
there). No such feature was shown in the work of Everett (2005), Chartas et al. (2009), and Saez
and Chartas (2011); their models indicate that there should be a dramatic decrease of M (,t) in
that region. Our calculations are nevertheless in agreement with the finding made by these recent
studies showing that M (¢, ) can be larger than 1000 for low values of €.

The force multiplier is a sum of opacities due to various lines. To better understand its proper-

ties, in Fig. 2.5 we show the contributions to the force multiplier from various ions as a function of
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¢ for t = 107%. We note that M(t = 107%,¢) is our proxy for M.y, so this figure illustrates how
Mpax changes with €. Similar to SK90, we find that Fe and He are the dominant contributors to
the force multiplier. Table 2.1 lists the top five contributors to the force multiplier for four values
of £&. The top contributors for low values of £ contribute < 5% to the total force multiplier, agreeing
with previous findings (e.g. Abbott 1982, Gayley 1995, & Puls et al. 2000). Comparing to Fig. 2.5,
we notice that although He contributes a substantial amount to M (&,t) at £ ~ 100, it is absent
from our table. Thus, this table illustrates an important result: the force multiplier is due to the
contributions of many weak lines rather than a few very strong lines.

Returning to Fig. 2.3, we demonstrate how M (&,t) depends on the energy of the photons.
We present the UV and X-ray contributions to the force multiplier (top panels). The UV band
contributes the majority of the line force with the X-ray energy band only being important for
a narrow window in AGN1 (i.e., for £ between 200 and 1000). We find a similar trend for the
maximum opacity of a single line (bottom panels). We note that even though opaque IR lines are
present in our line list, we omit them from these two panels, because there are comparatively few IR
photons (see Fig. 2.1) compared to UV and X-ray. The line opacity is weighted by the continuum
flux, hence IR lines contribute very little to the total force multiplier.

We finish this section with a couple of observations based on a comparison of the results from
the force multiplier calculations and the heating and cooling calculations that we carried out using
the same code and input parameters. First, the significant increases of the equilibrium temperature
with £ (see the solid black lines in the top panels of Fig. 2.3) occurs for the ionization parameter
range where M.y (solid blue lines) strongly decreases with increasing . This is expected because
spectral lines are major contributors to the gas cooling at small and intermediate £. Therefore, the
decrease in the overall number of line transitions with increasing ¢ manifests itself in a decreases

in M(&,t) as well as an increase in the gas equilibrium temperature (i.e., an increase in the slope
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of the log T vs log & relation).

Second, the shaded regions in Fig. 2.3 mark the £ values for which the gas is thermally unstable
(where the slope of the equilibrium curves exceed one). These regions closely coincide with those
corresponding to the resurgence in the line force. As we will discuss in the next section, this overlap
may strongly impact the significance of line driving for high ionization parameters where M (&, t)

is nominally still larger than one.

2.7 Discussion of Force Multiplier Calculations

The basic requirement for line driving to win over gravity is MmaxL’ > 1. The non-monotonic
behavior of Max vs. & implies that line-driving can be dynamically important over a relatively
wide range of &, wider than explored in previous line-driven wind simulations, for example, those
by Proga et al. (2000), Proga and Kallman (2004), Proga (2007), Kurosawa and Proga (2008),
Kurosawa and Proga (2009b), Kurosawa and Proga (2009a) and Dyda and Proga (2018). The line
force might have been underestimated in those calculations. We say this with caution, since the
above requirement is just a necessary and not a sufficient condition for producing an appreciable
line-driven wind.

Our finding that the gas can be thermally unstable over the same range of £ where there is
a bump in the My, distribution implies that this potential increase of the line force might not
be physically realized. This can be either because the flow avoids the thermally unstable region
altogether (as in the 1D models of D17), or because cloud formation is triggered, thereby changing
the local ionization state of the gas. In either case, only a relatively small amount of gas (e.g.,
as measured by the column density) may be subject to the strong force at the location of the
bump. The effects of thermal instability in dynamical flows (Balbus 1986; Moscibrodzka and Proga

2013) must be further understood before a definitive conclusion can be drawn. If cloud formation
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naturally occurs, the clouds will subsequently be accelerated (see Proga & Waters 2015) and the
resulting multiphase flow may have right properties (e.g., velocities and ionization structure) to
account for the narrow line regions in AGN.

The bump at £ ~ 100 — 1000 may also have interesting implications for the dynamics of line
driven winds. That is, a bump should be accompanied by different stages of acceleration, with
distinct lines accompanying each stage, for Eddington fractions as low as 0.01. Note, however, that
if the overall decrease in the number of lines, including coolants, leads to significant heating (i.e.,
runaway heating and thermal instability), the flow might be thermally driven rather than line-
driven. Also not addressed are the effects of continuum opacity, which can contribute significantly

to the total radiation force (e.g., Stevens, 1991; Everett, 2005; Saez and Chartas, 2011).
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CHAPTER 3: HEATING AND COOLING PHOTOIONIZED GAS AND TI

Here, we present the global simulations of an outflow that is multiphase due to TI. Specifically, we
show that there exists a range of the so-called hydrodynamic escape parameter (HEP), small yet
relevant, for which the outflow can develop regions with significant over- and under-densities and
that the over-densities can survive their acceleration over a relatively large distance. We identify
the physical effects that contribute to making the HEP range small and thus explain why we and
others have not yet seen a clumpy outflow in any previously published results from the simulations
of thermally driven outflows, neither in 1- nor 2-D simulations (e.g., Woods et al., 1996; Proga and
Kallman, 2002; Luketic et al., 2010; Higginbottom and Proga, 2015; Dyda et al., 2017; Waters and

Proga, 2018).

3.1 Basic Equations of Hydrodynamics

In this section, we briefly discuss the basic equations of hydrodynamics that govern the dynamics
of gas in AGN. Although it should be noted that more complicated equations, such as those of multi-
group radiation magnetohydrodynamics coupled with the non-LTE statistical rate equations, are
required to obtain a complete model of the AGN environment.

Gas in AGN is observed to be partially ionized, which means that it contains both free electrons
and ions. Magnetic fields can arise locally via a dynamo process or travel inward from plasma
originating in the interstellar medium of the galaxy. In the presence of magnetic fields, electrons
cannot flow freely across magnetic field lines, meaning that the equations of magnetohydrodynamics
with anisotropic conduction must be solved in order to fully capture this behavior.

AGN are definitionly ample suppliers of continuum radiation, sometimes allowing the forces due
to radiation can be dominant over all others. If the gas responsible for the observed line takes the

form optically thick clumps, then the dynamics of these clumps must be governed by the equations
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of radiation hydrodynamics To solve this set equations would require calculating the opacity of gas
which requires a detailed understanding of gas composition, ionization balance, state occupancy.
These opacities are incredibly sensitive to frequency, so a multi-group approach would be required
for a full accounting of how the gas and spectral energy distribution interact.

We have two ways to describe the motions of fluids: the Lagrangian and Eulerian points of view.
The Lagrangian point of view description follows a particular fluid particle as it moves through
space and time, often used when the motion of individual fluid particles is more important than
the overall structure of the flow. The Eulerian description, on the other hand, describes the fluid
motion at a fixed point in space and is often used when the motion of the fluid as a whole is
important, such as in planetary atmospheres or stellar winds. While both methods are employed to
solve computation fluid mechanics problems, we’ll focus our understanding to the Eurlerian point
of view with our source terms added to account for heating and cooling and radiation force as they

are present in our simulations using ATHENA++ Stone et al. (2020). Those equations are:

1. Conservation of Matter

—+V. =0 3.1
LV (o) (31)
2. Conservation of Momentum
opv
- TV (pvv +P)=—pV® + Fraq (3:2)
3. Conservation of Energy
OF
E+V-[(E+P)V]:fpv-VCI)prqu-Frad (3.3)

Where p is the fluid density, v is the fluid velocity, P = pI with p the gas pressure and I the
unit tensor, & = —GMpy/r is the gravitational potential due to a black hole with mass Mgy,

E = p€ +1/2p|v|? is the total energy with £ = (y — 1)~ 'p/p the gas internal energy, F#d = prad ¢
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is the radiation force, and L is the net cooling rate. All of our calculations assume v = 5/3 when
heating and cooling are present, but use v = 1.00001 when we assume an isothermal equation
of state. We compute models both with and without radiative line driving and let Fi.q = (1 +
M (t,6)GMpupT/r?, where I' = L/ Lgqq is the Eddington fraction and M (t,£) is the radiative force
multiplier (discussed more in § 2.5). Irradiation is thus assumed to be due to a point source, as is
appropriate when considering parsec scales in relation to the X-ray coronae and the UV emitting
regions of AGN disks.
3.1.1 Thermal Instability (TT)

Thermal instability (TI, Field, 1965) was long ago recognized as a viable mechanism for pro-
ducing multiple phases in AGN winds (e.g. Davidson and Netzer, 1979; Krolik and Vrtilek, 1984;
Shlosman et al., 1985). Such winds are observed, for example, in some Seyfert galaxies, where
the UV and X-ray absorbers have similar velocities, strongly suggesting that very different ions are
nearly cospatial and therefore that different temperature regions coexist (e.g., Shields and Hamann,
1997; Crenshaw et al., 2003; Gabel et al., 2003; Longinotti et al., 2013; Fu et al., 2017; Mehdipour
et al., 2017, and references therein).

While TT is well understood in a local approximation (e.g., Balbus, 1995; Waters and Proga,
2019), it has proven challenging to quantitatively model clump formation in a dynamic flow. Only
in recent years has it become clear how the in situ production of multiphase gas can be triggered
using global time-dependent hydrodynamical simulations — and only in the context of accretion
flows (Barai et al., 2012; Gaspari et al., 2013; Takeuchi et al., 2013; Moscibrodzka and Proga, 2013,
MP13 hereafter) or stratified atmospheres (e.g., McCourt et al., 2012; Sharma et al., 2012). In an
outflow regime, previous work has focused on highlighting the importance of considering the effects

of clumpiness, but only on a qualitative basis (e.g., Nayakshin, 2014; Elvis, 2017).
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Figure 3.1. Top panel: SED intrinsic to NGC 5548, as determined by Mehdipour et al. (2015).
The energy range used to define ¢ is marked by the two vertical lines. This SED is relatively
flat and has Lx/L ~ 0.36 and mean photon energy (hv) = kpTx = 34.8 keV (corresponding
to Compton temperature Tc = Tx/4 = 1.01 x 10% K). Bottom panel: Associated S-curve and
Balbus contour (the solid and dashed lines, respectively). Red dots mark the points E¢ max, Z1,
Eo, and Zp min. Note that Z¢ max (Eh,min) denotes the last (first) stable point on the “cold phase
branch” (“Compton branch”) of the S-curve. The SED-dependent conversion to the other common
ionization parameter U = (®y/c)/n (with &y the number density of H I ionizing photons) is
U =~ £/42, so [1og(Z¢ max), 108(€c,max)s 10g(Ue,max)] = [1.10,2.15,0.53].

3.2 Numerical Considerations and Simulation Setup
As mentioned in § 3.1, we employ the magnetohydrodynamics code ATHENA++ Stone et al.
(2020) to solve the equations of non-adiabatic gas dynamics.
For the unobscured AGN SED of NGC 5548 from Mehdipour et al. (2015), shown in the top
panel of Fig. 3.1, D17 have tabulated the net cooling rate £ = L£(T,&), which is function of the

gas temperature, 7', and the ionization parameter, £ (Eq. 2.1). The £ dependence on distance

30



plays an important role in determining the thermal stability of the flow, as discussed in detail in
§3.4. Also, the ratio between the hard and soft X-ray energy bands is an important characteristic
affecting properties of TT (e.g., Kallman and McCray, 1982; Krolik, 1999; Mehdipour et al., 2015;
Dyda et al., 2017).

The solid line in the bottom panel of Fig. 3.1 is the S-curve corresponding to this SED, i.e. the
contour where £(T,Z) = 0, where E = pyaq/p = £/(4mckpT) is the pressure ionization parameter,
with praq the radiation pressure (equal to Fx /c in our models). For the adopted SED, gas is unstable
by the isobaric criterion for local TI in the two zones where the slope of the S-curve is negative
(these are the locations where Field’s criterion for TI, [0L£/0T], < 0, is satisfied). Gas is actually
thermally unstable everywhere left of the dashed line (hereafter referred to as the Balbus contour),
as this region of parameter space satisfies Balbus’ generalized criterion for TI, [0(L£/T)/0T], < 0
(Balbus, 1986). Points corresponding to the maximum value of Z on the cold stable branch of the
S-curve (i.e, for log = max = 1.10) are dynamically the most significant, as they mark the entry
into a cloud formation zone and dramatic changes in the flow profiles can occur there.

We present the results of 1-D models run at both medium and high resolution, all using a
uniform grid spacing [Ar &~ (rout — 70)/Ny]. The standard resolution runs (Models A-1x, B-1x,
C-1x, & D-1x) have N, = 552, chosen such that gradient scale heights \; = ¢/|dg/dr| (where ¢ is
any hydrodynamic variable) are adequately resolved with A\,/Ar ~ 3 for r < 1.179 and A\y/Ar > 10
at all other points in the wind except in the vicinity of the location where = = =, jax, wWhere
this ratio dips to about 1. The high resolution runs (Models A-8x, B-8x, C-8x, & D-8x) have
N, = 8 x 552, nearly an order of magnitude higher resolution everywhere. The other relevant
length scale to resolve is that of the clumps, which have a size on the order of the local cooling

length scale ool = Cs teool, Where teoo = E(nC /mpf1 is the cooling time while C is the cooling
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0 00 tse,0 v M Comment
Model | HEP [10'® cm] [107'® g em™3] [10'2 g feool /tsc [107 én>1 571 [10ZSL g>sfl} 1x runs (8x runs)
A | 133 101 2.68 34 047 (048) 6.4 (6.0) 12 (1.2) | steady (steady)
B 11.9 1.13 2.15 3.9 0.54 (0.49) 3 4 (3.5) 3.2 (3.3) | unsteady (unsteady)
C 9.1 1.48 1.26 5.0 0.41 (0.42) 5 (2.3) 5.9 (6.0) | unsteady (unsteady)
D 8.1 1.67 0.98 5.7 0.41 (0.41) 2 4 (2.2) 6.6 (6.7) | quasi-steady (unsteady)

Table 3.1. Summary of key parameters and results. HEP is the hydrodynamic escape parameter.
The inner radius is derived from the choice of HEP as 79 = (1 — I') GMpgHEP ! ;0 (see Eq. 3.5),

while the density at the base follows from the definition of & as py = umpLxgo o ~2. The sound
crossing time is defined as tsc0 = (rout — 70)/Cs,0. The ratio teoo1/tsc is given at the location where
= = Zemax- The average mass flux and velocity through 7oy are shown as (M) and (v). Comment
columns denote the state of the flow at late times. Values/comments in parenthesis denote results
for the 8x-resolution runs.

rate in units of ergcem®s™!. For v = 5/3,
Aeool & 3 x 1010 T2 n2t ol em, (3.4)

where Ty = T/105 K, ng = n/lO3 em™ 3, Cog = C/lO*23 ergem®s™!, and Ty = n3 = Ch3 = 1 are
characteristic values of the clumps. With Ar ~ 2 x 10'® cm for our ‘-1x’ runs, this length scale is
adequately resolved.

We apply outflowing boundary conditions at the inner and outer radii with the density fixed at
the innermost active grid point to the value of pg in Table 3.1. The initial conditions are a simple
expanding atmosphere with p = po (r/r9) 2 and a S-law velocity profile, v = Vege m, where
the “0” subscript is used to denote values at the inner radius of the computational domain, rg. The
pressure profile is set according to the temperature, chosen so that the gas lies along the S-curve,
having a value Zy at ¢ (see §2.6).

The 2-D model uses a 256 x 256 grid in r and 6, with logarithmic spacing in 7 such that
driy1 = 1.01 dr; and uniform spacing in 6 from 0 to w. At the inner boundary we assumed a
density profile p = pp[1 4 0.001sin(26)] to break spherical symmetry. We apply reflecting boundary

conditions at 0 and .
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Figure 3.2. Phase diagram comparison of our four 1-D models showing 7" as function of = in
relation to the thermal equilibrium curve (black solid line) and the Balbus contour (black dashed
line). The colored solid lines display time-averaged solutions and the less opaque lines a single
snapshot at the end of the simulation (at t > 3. 0). The top row presents our standard resolution
(‘-1x’) runs and the bottom row our high (‘-8x’) resolution runs. See §2.6 and §3.4 for details about
the dynamics of each model.

3.3 Results
For a given Mgy, just three parameters govern our solutions: I', =y, and the HEP, which sets
the strength of thermal driving. We define HEP as the ratio of effective gravitational potential and
thermal energy at rg,
_ GMpu(1-T)

HEP = ==20, . (3.5)
OCS,O

We only present models with 2y = 3, I' = 0.3, and Mgy = 10° Mg, as HEP is the main governing
parameter. We note, however, that the choice of =y is not unimportant, e.g., selecting one too
large can cause the flow to miss relevant regions. The dependence of stable wind solutions on I' for
various SEDs was explored in 1-D by D17. In Table 3.1, we list model parameters and summarize

gross outflow properties.
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After examining over one hundred 1-D simulations, with the standard resolution, that span
this parameter space, we arrived at four qualitatively different 1-D wind solutions that capture the
general behavior seen across all runs. These four cases illustrate how the stability of the outflow
depends on the HEP (and the numerical resolution). We chose the values of HEP for our models A
and D such that they closely bracket the parameter space leading to transonic, clumpy winds (here
represented by models B, C, and D-8x).

For each model, Fig. 3.2 shows the models tracks on the phase diagram while Fig. 3.3 shows
radial profiles of p, v, T, and Z. The phase diagrams reveal that all solutions pass through the
lower T1 zone but only models B and C with the standard resolution actually trigger TI to become
unsteady. Additionally, two general trends are evident: (i) the range of = decreases with HEP and
(ii) for large =, the wind is not in thermal equilibrium; the wind temperature is nowhere near that
of the stable Compton branch on the S-curve (the maximum temperature shown in these plots is
more than an order of magnitude lower than 7). The first trend is due to the fact that for thermal
winds, the velocity is a decreasing function of HEP, and by mass conservation for radial flows, £ o v
in a steady state (i.e. v o< 1/nr?, as is £). Trend (ii) is due to adiabatic cooling (see D17), but
note that the highest temperatures reached in all four cases occupy thermally stable regions of the
(T-E)-plane (namely, regions to the right of the Balbus contour). We now examine the dynamics
of these solutions in detail to understand why Models B, C, & D-x8 are clumpy, while A & D-x1
are not.

3.3.1 Unsteady, Clumpy Wind Solutions

A basic requirement for TI to operate once gas enters the TI zone is for it to stay there long
enough for initially small perturbations to grow. In terms of timescales, the flow must satisfy
teool < tsc on global scales, which it does (see Table 3.1). However, Fig. 3.2 shows that for the flow

to remain in the TI-zone, it must also be the case that = not increase downstream, the normal
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tendency in disk winds, at least in the absence of magnetic field pressure (Higginbottom and Proga,
2015). This normal Z-scaling is especially obvious in the 1-D radial winds studied by D17 that
had constant radiation flux. In such winds, = o 1/p, and p tends to decrease radially outward in
outflows, the necessary condition for the pressure gradient to overcome gravity. The increase in =
will therefore cause the gas to quickly leave the TI zone (i.e. to cross to the right of the dashed
lines in Fig. 3.2 once reaching Z¢ max). What we see in models B, C, and D, however, is that =
can decrease outwards through the TI-zone (see the bottom panels in Fig. 3.3). Viewed in terms
of the phase diagrams, gas not only enters and stays in the TI zone, but even crosses through a
large portion of this zone. That a necessary condition for a clumpy wind solution is for the gas
pressure profile to be such that it leads to a decrease of = within a TI zone is the critical insight of
this work. The criterion that = decrease outward is hard to satisfy (see §3.4), explaining why TI is
absent in the thermally driven wind models studied in the past.

In model B, the inner gas is just slightly less gravitationally bound than in model A (HEP of
11.9 compared to 13.3), yet this is enough for the flow to be twice as fast at small radii and to
follow the S-curve all the way to the TI zone. As the flow enters this zone, we see formation of
an initially thin layer where the temperature increases rapidly (see the locations marked by dotted
lines in Fig. 3.3). This heating is radiative and is related to the gas being thermally unstable. We
note that the heating is localized, namely, the gas immediately interior and exterior of this hot
layer is relatively cool and dense, as it is gas located on or just above the upper branch of the cold
phase. The separation of this cooler downstream flow that has entered the TI zone from the cold
phase upstream flow by the hot layer is the origin of a dense clump that, in the animations of these
runs (see Fig. 3.3 for a link), appears as an ejection of a layer of cold gas.

We reiterate that this is not clump formation from a condensation as in classical TI, as the

role of TI here is primarily to form a hot layer. This layer is initially cool, lying above a stable

35



108 108
c?—~ 105 A-1x] A-8x] 5 B- 1x B - 8x
= 104 T { 10*
= 0P x T x 108
s 102 <4 102
=
&~
—
| x x
7 7
; 1w’ T 1107 T 1
S
S 08 1 {106} T ]
>
X X
LT + {10t} + E
10-t 10° 101 10! 10° 10t 107! 10° 101 1071t 10° 10t
o
‘7—4
=i
L.
<
=
&~
—
|
wn
L.
=
[1]

T—To [7’0] T—=To [7’0]

Figure 3.3. Spatial low profiles of our four 1-D models run at both medium (‘-1x’ runs, the
first and third columns of panels) and high (‘-8x’ runs, the second and fourth column of panels)
resolution. As in Fig. 2, fully opaque curves show time-averaged profiles, while less opaque ones
are snapshots from the end of the simulation. The X’s mark sonic points of the time-averaged
solutions. In the temperature panels, the dotted black line shows where T' = T'(Z¢ max). Animations
of these runs are downloadable at https://doi.org/10.5281/zenodo.3739603 or watchable at http:
//www.physics.unlv.edu/astro/clumpywindsims.html.

cold region and below an unstable and condensing cool region, but there is very little ‘room’ in the
(T-Z)-plane for gas to condense, while there is a lot of room for it to heat. With time, the hot layer

expands and pushes the colder, dense material outward. The ram pressure increases somewhat the
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density of the cold gas but it is not the cause of the over-densities. It would be more appropriate
to view this process as the separation of layers of the atmosphere rather than the condensation of
cool clumps.

We note that TI operates here under nearly isobaric conditions (the cold and hot phases in
Fig. 3.2 are connected by nearly vertical lines at a given radius). In particular, the size of the
perturbation that grows, as well as the resulting clumps, are both smaller than the pressure scale
height, and therefore they have nearly constant pressure. Despite having t.oo < tsc globally (i.e. on
the scale of \,) as mentioned above, the requirement for isobaricity (tsc < teoo1) is satisfied locally.

Finally, while it is not obvious from Figs. 3.2 and 3.3, we found that generally as the flow
accelerates, ¢ increases, even for the cold phase gas. This leads to heating and expansion of
the colder clumps, eventually causing them to enter the hot phase. In model C-1x, this expansion
process operates over a relatively small radial range and is well displayed in the figures as a decrease
in the density and temperature variations with distance.

3.3.2 Smooth Wind Solutions Passing Through a TI Zone

Models with HEP higher than that for model B evolve toward a steady, transonic and stable
solution of a Compton heated wind, while all other models are unstable (and hence unsteady)
transonic solutions of a thermally driven wind heated mainly by photo-absorption (the temperature
at the sonic point and even of the hottest gas is less than 10° K). Model A resembles the cases that
we saw in the past (e.g., D17). At small radii, the gas is subsonic with a density profile close to
that of a hydrostatic equilibrium solution for a temperature profile tracing the cold branch of the
S-curve. At r = 1.47¢, where log = ~ 1.1, the flow undergoes runaway heating (see the temperature
panels in Fig. 3.3 for Model B). The heat input is relatively large and it results in a rapid flow
acceleration, the wind becoming supersonic at r ~ 2 rg. Similarly to the cases described in D17, the

increase in v is so significant that the adiabatic cooling becomes faster than the radiative heating
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and the flow does not evolve along the S-curve at large radii.

Two dynamical effects suppress TI in solutions with relatively high HEP: 1) stretching (i.e.
radial flow acceleration that causes rapid expansion of fluid elements) operating on the time scale
Ts = 1/|0v/0r| and 2) high velocity. The latter causes a gas parcel to ‘fly through’ the TI zone on the
dynamical time scale 74 = |r/v|, which is shorter than the maximum growth rate of TI, 7p1. These
two effects are the main reason for an accelerating flow to be thermally stable despite satisfying
Balbus’ generalized instability criterion (see discussions of this point in MP13 and Higginbottom
and Proga (2015) in the context of accretion flows and of thermal disk winds, respectively).

Model D-x1 seems similar to model A-x1, insomuch as it appears to reach a steady state, but
model D-x1 hosts fluctuations at the level of < 10%. This model is also a clear example of a solution
that follows the S-curve backwards in the (7—Z)-plane (see the upper right panel of Fig. 3.2); it
occupies the same region of the phase diagram as models B and C without becoming noticeably
unsteady. Our analysis of the time scales shows that although 7p1 is small compared to 75, the
perturbations that are triggered by grid scale noise do not stay in the TI zone long enough to grow
beyond the 10% level in model D-x1. However, model D type solutions are unstable at both higher
resolution and to linear perturbations inserted by hand, in contrast to model A type solutions.
Indeed, we checked that adding random perturbations with 1073 < dp/po S 107! at o cause
model D-x1 to behave similarly to model C-x1.

3.3.3 Clumpy Winds in 2-D

We conclude the presentation of our results with one example of a 2-D simulation, the counter-
part to model B. The bottom panels in Fig. 3.4 shows the temperature and density in cgs units,
whereas the top panels show the relative difference between these quantities and their time-averaged
values ((T') and (p)) at a given location for a snapshot near the end of the simulation. Notice that

the flow is very clumpy at r ~ 2 ry but appears quite smooth at larger radii where the density is
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Figure 3.4. 2-D version of model B. Bottom Panels: Log-scale maps of T' (left) and p (right)
in cgs units. Top Panels: The relative difference of T' (left) and p (right) computed using time
averaged values. Bright green contours display sonic surfaces.

overall smaller and clumps have begun to expand. This is apparent from the density profiles in our
1-D simulations, although not altogether obvious. The maximum density/temperature contrast is
never more than 10.

Compared to model B in 1-D, we found a significant scatter of the 2-D wind profiles at a
given radius, which reflects the loss of spherical symmetry. The amplitude of the scatter (i.e., the
variability in the 6 direction) is of the same order as the variation in the radial direction. This in

turn shows that the perturbations grow to a similar level in both directions.
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3.4 Discussion of Thermally Driven Winds and Their Clumpiness

In this study, we identified a finite parameter space for which a thermally driven wind is clumpy.
The origin of the clumps in our X-ray irradiated outflows is very similar to that of clumpy accretion
flows studied by Barai et al. (2012) and MP13: quite simply, small perturbations are allowed to
grow due to TI. However, we found that because the flow enters the TI zone near the cold phase,
TT mainly serves to raise the temperature of perturbations. Therefore, the clumpiness is a result
of the separation of heated layers of gas from the cold, dense layers near the base of the flow rather
than the formation of dense clumps within a more tenuous background plasma. Importantly, this
formation of heated layers from TT requires that a perturbation can stay in the T1 zone long enough
for it to become nonlinear and that stretching due to radial flow acceleration does not stabilize the
growth of such layers.

These two requirements represent necessary conditions for TI to operate in dynamical flows
and are due to velocity gradients in the wind that are not accounted for in the classical theory
of TI. We similarly identified another necessary condition that distinguishes dynamical TI from
local T1, this one arising from pressure gradients: = must decrease once gas enters a TI zone (see
§3.3.1). Because = is the ratio of two pressures, both of which are decreasing functions of radius, =
could be a non-monotonic function of radius. Specifically, the models here have = o 1/(r?p), and
even though p decreases with radius, this decrease could be slower than 1/ r? and = can decrease
downstream.

To build intuition for when to expect a clumpy versus smooth outflow, we could just consider
the geometric effects involved in the problem. For example, let us assume that the radiation flux
scales as 7~ 9, where ¢ is a constant. We then find the following trend: the more ¢ is less than 2,
the more solutions resemble those from D17, where the wind is steady and monotonic and = shows

no ‘back tracking’. For 2.0 < ¢ < 2.5, the wind is unsteady and the range of = and T is reduced
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compared to the cases presented here. For ¢ = 2.5, the flux drops so fast that the heating is very
weak. Consequently, = and T are never large enough for the solution to even approach the TI

region and as a result the flow is smooth.
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CHAPTER 4: THERMALLY AND LINE DRIVEN WINDS

In many astrophysical systems both the momentum and energy of photons could be dynamically
important in launching and accelerating mass outflows. A proper inclusion of the radiation heat-
ing/cooling and radiation forces in outflow models is challenging as it requires accurate treatment
of an non-trivial coupling between electromagnetic radiation and matter (i.e., the gas opacity and
emissivity) from the underlying spectral energy distribution (SED) of the radiation. In a series of
papers, we described our framework for self-consistent modeling of outflows from a variety of ob-
jects (e.g., stars, accretion disks around stars as well as black holes). We build our framework upon
several previous studies of gas outflows in cataclysmic variables (CVs) and AGN where radiation
source terms are included in a progressively more self-consistent manner (e.g., Proga et al., 1998,
2000; Proga, 2007; Proga and Waters, 2015).

In Dyda et al. (2017; hereafter D17), we presented our general method for modeling of the
outflows that results from the irradiation of optically thin gas by a radiation field with an arbitrary
strength and SED. We used the photoionization code XSTAR (Kallman and Bautista, 2001) to calcu-
late the radiative heating and cooling rates (H and C, respectively) as functions of gas temperature,
T, and gas ionization parameter, £ (Eq. 2.1). We explored several SEDs: those due to unobscured
and obscured AGN (AGN1 and AGN2, hereafter Mehdipour et al., 2015), as well as SEDs for hard
and soft state X-ray binaries (XRB1 and XRB2, hereafter; Trigo et al. (2013), see fig. 1 in D17),
bremsstrahlung, and blackbody (BB). This general method was applied to study the hydrodynam-
ics of 1-D spherical winds heated by a uniform radiation field using the magnetohydrodynamic
(MHD) code ATHENA++ (Stone et al., 2020).

In our following-up work Dannen et al. (2019; hereafter D19), we made the next step in
our development of a self-consistent comprehensive model of astrophysical winds. As in D17, we

employed the photoionization code XSTAR, this time to compute not only H (£, T) and C(&,T) but
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also the radiation force due to spectral lines using the most complete and up-to-date line list. For
a radial flow, the line force Fi,q), equals to Fyuq.M, where F,,q. is the radiation force due to
electron scattering and M is the famous force multiplier (Castor et al., 1975, CAK hereafter). For
a given SED, the force multiplier is a function of £ and 7T and, in addition, of an optical depth
parameter, t = o.plgen, where o, is the mass-scattering coefficient for free electrons, p is the density
and Agop the Sobolev length. This length equals to vy, /(dv;/dl), where vy, is the thermal velocity
while dv;/dl is the sight-line velocity gradient. However, to reduce the number of parameters, we
assumed the temperature dependence can be captured by using the thermal equilibrium value of T
for a given & so that M = M (t,§, Teq(§),t) = M(t,§ where Toq(§) satisfies the equilibrium equation:
C(E, Teq) - H(faTeq) =0.

In Appendix 5, we present a sample of results from our photoionization calculations of T, and
M (t,€) for various SEDs (see also Fig. 4.1, for a subset of these results). Following the convention
from CAK, Owocki et al. (1988), and Abbott (1982), we characterize the force multiplier dependence
on t and & using the following parameters, a, k, Mpmaz, Mmaz, and 0 (see Appendix for the formal
definitions).

In Dannen et al. (2020; hereafter D20), we mainly explored how the force multiplier dependence
on & and t for AGN1 and AGN2 SEDs, in part because we aimed at investigating the so-called
overionization problem in line driven winds in AGN. A key constraint on any model for the origin
of AGN outflows is the ionization balance. The issue is that on the one hand, we observe very
high luminosities in X-rays and the UV, and on the other hand we observe spectral lines from
moderately and highly ionized species. The problem is how the gas avoids full photoionization and
permits formation of any spectral lines at all (e.g., Arav and Li, 1994; Murray et al., 1995; Krolik,
1999; de Kool and Begelman, 1995; Proga et al., 2000).

Stevens and Kallman (1990) presented one of the earliest quantification of the overionization
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Figure 4.1. Example of results from our photoionization calculations for four SEDs: from left
to right, blackbody SEDs with temperatures 4 x 10° K, 8 x 10° K, 10° K, and an unobscured
AGN SED (AGN1; Mehdipour et al., 2015). Top panels: colormap of the force multiplier for ¢
going from logt = 1 (red) to logt = —8 (blue). Black dotted lines mark M (¢,£) , while gray lines
indicate M (t,€) at logt = —1,—2, ..., —8. The horizontal dashed line marks the value M (¢, ) = 10,
to indicate the level above which line driving can be the dominant outflow driving mechanism.
The solid black line is the equilibrium temperature (or S-curve), Teq, in units of 10* K. Bottom
panels: profiles of «(§), k(€), |0(£)], and Maz(§)/k(€) (blue, black dashed, green, and red curves,
respectively), the four parameters characterizing the behavior of the force multiplier. To mark
negative values of  we added green squares to the green line in the right panel. The first three
parameters are computed along the t = 1 curves above to relate our numerical results of the force
multiplier to the modified CAK formula. The fourth parameter, M,,q..(£)/k(§), is estimated, using
M(t = 1078, €) (the upper envelope of the curves above) as a proxy of the maximum force multipler,
Mnaz(€). See Appendix A for more details.

problem using detailed photoionization XSTAR calculations. Assuming a 10 keV bremsstrahlung
SED, Stevens and Kallman (1990) found that the force multiplier is a strong function of the pho-
toionization parameter for high values of the parameter. In particular, for a given ¢, M (¢, ) quickly
approaches zero for ¢ > 100. This £ dependence is an illustration of the overionization problem in
line driven winds. The results from (Stevens and Kallman, 1990) have been applied to model out-
flows in AGN for over two decades (e.g., Proga et al., 2000; Proga and Kallman, 2004; Kurosawa and

Proga, 2009b; Nomura et al., 2013; Waters and Proga, 2016; Nomura et al., 2020; Quera-Bofarull
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et al., 2021; Wang et al., 2022, and references therein). However, the AGN SEDs differ from a
bremsstrahlung SED. Therefore, for given £ and T', the gas exposed to an AGN radiation field can
have different spectral lines than that exposed to bremsstrahling radiation.

In D19, we have confirmed that overall the line force is a strong function of the photoionization
parameter for high values of the parameter using AGN SEDs. We also found that for a fixed value
of t, the force multiplier is not a monotonic function of the ionization (see the left and second left
pairs of panels at the bottom row in Figs. 4.1 and the right panels in B.2). While M(¢,§) first
decreases with £ for £ > 1 as shown by (Stevens and Kallman, 1990), this decrease is not as strong
for both AGN1 and AGN2. In addition, we found that for a fixed ¢, M(¢,£) can increase again at
& ~ 30 and £ ~ 900 for AGN1 and £ =~ 50 and £ =~ 300 for AGN2. The main consequence of this
behavior is that the multiplier can stay larger than 1 for & approaching 10%. Moreover, we noted
that the range 102 < ¢ < 10? is also where gas is thermally unstable by the isobaric criterion.
The regime of thermal instability (TI; Field, 1965) corresponds to the regime where the slope of
the slope of the log T-logé curve is larger than 1, (see the black solid curve in the top panels in
Figs.B.2 and 4.1). Thus, a full understanding of this highly ionized regime likely requires coupling
photoionization physics with hydrodynamical calculations.

Therefore, we subsequently improved the computational capabilities of including results from
D17 and D19 in hydrodynamical simulations. We applied them to study winds in AGN (Dannen
et al., 2020; Waters et al., 2021, 2022). One of the intriguing results found by D20 is that in an
AGN wind originating at large radii, thermal driving always dominates over line driving. Our initial
analysis showed that at the wind base, despite low £ and an abundance of spectral lines (i.e., large
k and M,,q.), the line force is weak. This weakness is caused by large values of the ¢ parameter
which indicates large optical depth in lines. On the other hand, at larger radii, ¢ is high and there

are few lines - the gas is almost fully ionized (i.e., small £ and M,,4,). The latter is a manifestation
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of the overionization mentioned about. Another manifestation of a very high ionization and the
overall decrease in the number of lines, including coolants, is significant Compton heating which
leads to runaway heating and TI. The runaway heating makes thermal driven even stronger and
line-driven weaker.

The problem of the overionization is a well recognized issue in AGN outflows. However, the
problem with too large an optical depth in lines appears to be new and it is related to a self-
consistent treatment of the radiation heating and cooling and line driving that takes into account

the physical coupling of these processes.

4.1 Scaling Relations
A useful measure of the strength of the thermally driven wind is the ratio of the effective
gravitational potential to the thermal energy at the radius of the wind base, rg, usually termed the

hydrodynamic escape parameter (HEP), that is,

GM(1 - T)

HEP = ==
S

(4.1)

where M is the central mass, c¢; the sound speed, and I' is the luminosity in units of the Eddington
luminosity Lggq. For HEP( < 10, a thermally driven hydrodynamic (Parker) wind will be produced
(e.g., Stone and Proga, 2009, and reference therein). This parameter is related to the density
scale height of an isothermal static atmosphere, A\, = |p/(dp/dr)| = ro/HEPq. At the base of
an outflowing atmosphere, the gas velocity is very sensitive to HEPy for HEPy > a few, [i.e.,
voin = cs(HEP/2)? exp (~HEPg + 3/2), see e.g., Lamers and Cassinelli (1999)]. Thus the mass-
lose rate of the thermally driven wind also exponentially decreases with increasing HEPq (i.e.,
Mw,th ~ 47rr(2) povo, where pg is the gas density at the wind base.) This dimensionless parameter is
also useful in measuring the strength of the thermal wind from an irradiated disk (see, e.g., Waters

et al., 2021).
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For line driving, such a measure of the wind strength should also exist but determining it is
somewhat more involved. The basic requirement for line driving to dominate gravity is MyaxI' > 1,
where Mpax is the maximum value of the force multiplier for a given £ when even most opaques
lines are optically thin. The value of M4, could be as high as a few x10° for low &, but it depends
on ¢ and can be viewed as the upper limit of M (t,£) when ¢ approaches zero. However, the above
requirement is just a necessary and not a sufficient condition for producing an appreciable line-
driven wind, because the actual value of M can be smaller than M,,., as the optical parameter
is not always very much smaller than unity. Using the Sobolev approximation, CAK showed that
t < p/(dv;/dl). Thus more information is needed to compute the actual value of M than to compute
Mgz

To estimate ¢, we will use the analytic expression for the mass-lose of the line-driven wind found

by CAK:

My.cAK = 7 (4.2)

ArGM(1-T) | « kFl_a la
OeUth l-—a 1-T

where k and « are the parameters of the force multiplier as obtained by CAK, i.e., M (t) = Mcak =
kt~. Note that in the original formulation presented by CAK, k and a do not depend on £ and
thus they are constant. However, in general it is not the case (see below).

Next, we estimate the gas properties near the wind base where gas is gravitationally bound and
subsonic so that the density radial profile as very close to the profile of an atmosphere in hydrostatic
equilibrium (1/A, = —HEP(/rg). On the other hand, using the mass continuity equation for a
steady state, isothermal, sphertical wind we have 1/, + 1/A, +2/r = 0 where A\, = v/(dv/dr) is
the velocity scale length which at the wind base can be approximated as A\, =~ ro/(HEPy — 2).
Finally, using the last expression and the expressions for Mw,CAK and t, we estimate the optical

depth parameter at the wind base as

2
v 1 1l -« r
0= [1—r

-1/«
2 HEPo(HEP, — 2) « k(1 - a)} ’ (43)
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where 79 = oepor9. The HEP( dependence in Eq. 4.3 can be eliminated when we consider cases
where HEP( > 2 and that 79 is not a free parameter because the radiation heating/cooling and line

driving are physically coupled processes. Namely, using Eq. 2.1, we can write

47TC]€BTeq(§0> r
= HEP 4.4
&o 1-T 0 (4.4

70

or introducing the so-called pressure ionization parameter,

= =¢/(4nckpT), (4.5)
we can rewrite it as
I' HEP,
- 4.6
70 1-T EO ) ( )

to find that

I \?1—a T e o\
om (L) o [ () 55 »

Note that the sound speed is a function of &y via the gas temperature, where as vy, is kept constant
in calculations of k and « (e.g., Stevens and Kallman, 1990).

In Dannen et al. (2020), we found that for given black hole mass My}, and SED, three parameters
govern the solutions: I', Zg, and HEPy. These parameters set the strength of thermal driving, for

example the mass-loss of the thermal wind can be estimated as

v GMT HEP2 _
Wi ey exp(HEPy — 3/2) "

(4.8)

We could also estimate the optical depth parameter, ¢, at the base of a thermal wind, #g,. Using

the same approach that we used to estimate ty and expression for Mw,ﬁw we find

1 — T exp(HEPg — 3/2) vy __4
I' HEPo(HEPg —2) ¢, ©

tO,th - 4 (49)

Here, we show that two of these three dimensionless parameters, i.e., I' and Zg, set also the

strength of line driving, for given £ and «. Eq. 4.7 can be used to explain why line driving
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was negligible in the AGN cases we explored earlier. For the wind base to have a relatively low
temperature so that the AGN irradiated gas could be on a cold stable branch of the thermal
equilibrium and to have many spectral lines, Zp needs to be less than 10 (e.g., see fig. 1 in D20).
However, there is no parameter space with a large the force multiplier because ¢ at the base, tg, is
not a free parameter: it decreases with increasing =y and therefore, it is large for small Z.

The line optical depth dependence on =g determines the parameter space for line driving in our
self-consistent model: if =g is low enough for many lines to exist (i.e., large k and M,,,,), the line
optical depth could be too large for the line force to operate. To reduce the line optical depth,
=o would need to be increased but this could reduce the number of driving lines (i.e., small k& and
M naz). Equation 4.9 shows that ¢ at the base at a thermally driven wind exponentially increases
with HEP( for large HEPy which implies that as the thermal wind weakens with increasing HEP,
the line driving may not necessary kick in and strengthen a wind because the gas could be too
optically thick unless = or ¢s or both increase.

In the two AGN cases explored in D20, we found that there is not parameter space for which
M(t,&) T > 1 even though for a large range of &, the line driving has a ’potential’ to be important
because Mg, > 10 so for I' > 0.1, M0 > 1.

In § 4.3, we will elaborate on this point and show specific cases when the potential of the line

driving is realized for BB SEDs with temperature, Tgg, as high as 10° K.

4.2 Simulation Setup
Our time-dependent hydrodynamical simulations are performed in spherical coordinates assum-
ing spherical symmetry, i.e., (r,0 = 0,¢ = 0) using the magnetohydrodynamic code ATHENA++
(Stone et al., 2020) to solve the equations of hydrodynamics mentioned in § 3.1 We used pre-

calculated tables with £ and adopted our interpolation and backwards Euler schemes for determin-
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Tep [K] | 4x 10° 8x10° 10°

Ty [107 K] | 5.51 476 4.26

po 107 gem™] | 11.1 8.28  0.66
ro [10" em] | 1.70 1.95  1.76

S| 28 32 26

Table 4.1. Example of input parameters for three SED cases with HEP = 5: 4 x 10°, 8 x 10°, and
10% BB SED, second, third, fourth column, respectively. For all models, we assumed M = 10 Mg,
I' = 0.2, and & = 80. In addition, we set Ty to T, corresponding to &g for a given SED. Therefore,
the inner radius and the density at the base depend only on HEPy and we compute them using
the following expressions 19 = (1 —TI') GM HEPO*ICS_’S (see Eq. 3.5) and py = umpLEddI’go_lrgz
facilitating the definition of £. For a reference, we also list =y (see Eq. 4.5). We explored models
with HEP( ranging from 5 to 500 (see Table 4.2).

ing £ as those described in Dyda et al. (2017). We use a similar interpolation method for force
multiplier grids computed using the method described in D19 and shown in Fig. 4.1. We initialize
the density assuming a hydrostatic atmosphere such that p(r) = pgexp (—HEPq(r/ro — 1)) with
constant temperature set to be T'(r) = To(= Teq(€0)). The initial velocity for the models that
include heating and cooling is set to 0. However for the isothermal models, we apply the velocity
field v(r) = vese\/1 — 70/r #. At the beginning of our simulations, we use outflow boundary con-
ditions at the inner and outer radii, however after allowing the model to evolve for sometime, we
switch to constant gradient boundary conditions at the inner radius, rg. We also fix density in the
first active zone to the appropriate value as shown in the Table 4.2. Our standard computational
domain is defined to occupy the radial range ro < r < 100rg, where ry is computed based on our
assumed value of . In Table 4.1, we list the main input parameters of our calculations as well as
a short summary of how we compute o and pg. Finally, we adopt logarithmic grid spacing with
xlrat = 1.0099 and nx1 = 1020. For models that assume CAK or modified CAK (mCAK hereafter)

formula, we assume that £ = 0.0076 and o = 0.742.
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Model HEP M [Me yrfl] Nwind comment
b) 299 x 1077  3.55x 1072 steady state
10 978 x107% 147 x 1072 steady state
20  521x107%  9.69x 1073 steady state
4x10°K 50  267x107%  6.41 x 1072 steady state
100 1.71x107%  5.15x 1072 steady state
200 1.12x107% 418 x107% steady state
500 528 x107? 255 x 1072 steady state
5 2.83x 1077 3.82x 1072 steady state
10 1.16x1077  1.69 x 1072 steady state
20  234x107%  3.13x107% steady state
8§x10°K 50 2.73x107'% 3.05x107°  variable
100 1.20x 107" 533 x 1077  variable
200 246 x107 3.16x107Y  variable
500 1.01x107* 218 x107%  variable
5 222%x 1077 3.10x 1072 steady state
10 1.03x 1077 1.54 x 1072 steady state
20 3.05x 1078  4.52x107% steady state
1K 50  4.62x107° 9.84 x 107* steady state
100 331 %1077 1.38x107% steady state
200 320x 1077 243 x107% steady state
500 2.96x 1077 454 x 1072 steady state
5 491 x 1077 5.26 x 1072 steady state
10 470x107%  6.58 x 1073 steady state
20 236x107%  6.23x107% steady state
CAK 50  2.09x107® 9.60 x 1072 steady state
100 2.05x107%  1.34x 1072 steady state
200  2.03x107% 1.88x 1072 steady state
500 2.01x107% 2.94x1072 steady state
5 484 %1077 5.13x 102 steady state
10 3.31x107%  4.09x 107® steady state
20 9.90 x 1077 2.21 x 107® steady state
§=01 50 7.38x107Y 275x 107 steady state
100 6.63 x 1077 3.44 x107® steady state
200 6.11x107% 4.38x 1073 steady state
500 5.59x107%  6.13x 1073 steady state
) 473 %1077 493 x 1072 steady state
10 1.91x107% 1.97x107% steady state
20  7.33x1071% 1.20x107* steady state
§=03 50 260x1071" 7.33x107°  variable
100 1.79x 1071 7.07x107°  variable
200 1.20x1071% 6.59x107°  variable
500 9.14x 107 7.67x107°  variable

Table 4.2. List of the simulations considered in this work and summary of some gross properties of
the wind solutions. The first column list the model case, from the top to the bottom: self-consistent
model with radiative heating and cooling and line driving based on the results from photoionization
calculations for 4 x 10°, 8 x 10°, and 10° BB SEDs, isothermal model using the CAK, and two
modified CAK expression for line driving with § = 0.1 and 0.3. The second column list HEP
value. The third and fourth column lists the wind mass loss rate and momentum efficiency, M,

and Nyindg = Mwvourc/(Lgaql'), respectively. We plot these two and other wind properties as
functions of HEP( in Fig. 4.3. Finally, the last column provides the information whether the wind
solution reached a steady state or remained variable.

51



4.3 Results

The original application of the CAK theory was to explain mass outflows from OB stars. As
we mentioned in § 4, the theory has been applied to outflows in CVs and AGNs. In such accretion
disk systems, the range of atmospheric temperatures is much wider than among OB stars; in CVs
and AGNs, temperatures can be about 10® K or less and as high as a few 10° K typically. AGNs
have the additional complication that the X-ray source compared to the thermal BB-like source
can be significantly stronger than in CVs.

To keep our exploration of the various radiative environments general and manageable, we will
focus here on BB SED cases with the temperature significantly higher than that applicable to OB
stars.

As we described in the Appendix, M, typically decreases with increasing & (see Figs. B.2 and
B.3). This downward trend is especially strong for AGN and XRB SEDs and for BB SEDs with
T = 4 X 10° K. However, for Tgg < 4 X 10° K, M,,q. is relatively high and stays about the level
of 10 even for log¢ as high as 5. Thus, Thg ~ 4 — 6 x 10° K marks the transition to the regime
for which the line driving will not be significant because even the necessary condition for driving
is not satisfied for high &.

To investigate the wind solutions in more detail for various BB SEDs, we choose the 4 x 10°
BB SED case to be representative of the regime where the necessary condition is satisfied for a
wide range of ¢ whereas the 8 x 10° BB SED and 10° BB SED as representative regimes where the
necessary condition is satisfied only for small and intermediate £&. We also consider the former as
one that belongs to the class of cases defined by OB stars (with no or weak effects due to ionization)
whereas the latter as those that belong to the class of high energy SEDs where the effects due to
ionization are strong and can lead to significant ionization (see, Fig. B.3 for a comparison of the

key force multiplier characteristics for all SEDs). We note that the ionization effects in these high
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Figure 4.2. The force multiplier as a function of ¢ for a subset of our wind solutions. Each panel
shows results for HEP(y=>5, 50, and 500 (red, green, blue curves) our six cases presented in this
work: 1) CAK (i.e., 6 = 0 top left panel); 2) mCAK with § = 0.1 (top middle panel); 3) mCAK
with 6 = 0.3 (top right panel); and 4-6) 4, 8, 10 x 10°> BB SED cases (the bottom panels, from left
to right). For a reference, in each panel we also plot the force multiplier as a function of £ for fixed
values of optical depth parameter, t: logt = -8,-7,...,0,1). In the top panels, the solid lines are by
design straight lines, equally spaced and with the slope equal to —J (see the appendix including
Eq. B.2). In the bottom panels, the force multiplier is computed based on the photoionization
calculations and its ¢ and £ is more complex, for example the solid lines converge for small ¢ which
reflects the saturation of M (¢,&) as t approaches zero. This saturation is most apparent for the
8 x 10° BB SED case and has a significant effect on the wind solution especially for high HEP
simulations where the solution is highly time dependent.

temperature BB SED case are not as strong as AGNs (see, e.g., Fig. 4.1 for a comparison of the
force multiplier for the three BB SED cases and the AGN1 case but also Figs. B.2 and B.3). In
AGN and XRBs case, the radiation is so hard that it can not just strongly ionize the gas but it
can fully ionize the gas and lead to TI, note for example, a drop in Mz, k5 Mmaz With €& On
the other hand, in all our BB cases, the gas is thermally stable as indicated by the slope of the
log T — log & which is less than 1 for all £ (see the solid black curves in the top panels in Fig. 4.1

and the top panels of the pair of panels shown in Fig. B.2. Thus, one can expect that even for our
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highest Tpp cases, the wind solution will be qualitatively different from thermally unstable AGN
and XRB cases.

In Table 4.2, we summarize the main parameters for all simulations that we present in this paper.
The table also lists the wind mass loss rate, M,,, momentum efficiency nying = MonutC/ (Lgaal)
and whether the wind solution reached a steady state or remained variable even after running the
simulations for 2 or even 8 sound crossing times (i.e., a few 100 ro/cs0).

Our illustrative wind simulations are 1D radial flows. Therefore, it may come as a surprise
that not all simulations resulted in steady state solutions akin to time independent CAK solutions
(see right column of Table 4.2). We have investigated possible causes of this variable behavior and
concluded it is not a numerical effect. So as to not limit the results of our parameter survey to
steady solutions, these variable solutions have been included in our analysis, with wind properties
quoted after time-averaging the solutions. We plan on investigating in more detail the dynamics
leading to variability in a future study. In § 5, we offer a brief discussion of these variable solutions
and cite a couple of previous works that reported on oscillations in the outflows.

In Fig. 4.2, we show how the force multiplier varies as a function of £ for in 18 different wind
solutions. We present results for HEPy= 5, 50, and 500 (red, green, blue curves) in six cases: 1)
CAK (i.e., 0 = 0 top left panel); 2) mCAK with 6 = 0.1 (top middle panel); 3) mCAK with § = 0.3
(top right panel); and 4-6) 4, 8, 10 x 10° BB cases (the bottom panels, from left to right).

The CAK case corresponds to the case we discussed in § 4.1. The wind solutions for this case
show that indeed in a cold regime, where (HEPy 2 5) the wind solution does not depend on HEP
(see also Table 4.1 and Fig. 4.3 where we show some gross wind properties as functions of HEP).
For example, in the top left panel of Fig. 4.2, the curves for HEPy =50 and 500 overlap and are
different than the red curve corresponding to HEPy =5 which is the hot solution where the wind

is driven by the pressure force not the line force.
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Figure 4.3. Comparison of the gross properties of our wind solutions as a function of HEPy.
From top to bottom, those quantities shown are the mass flux, wind momentum efficiency 7ying =
vM (¢/ (T'Lggq)), velocity as the gas exits the outer grid cell in units of escape velocity defined at the
inner radius (vVese = /2GM /1), vyt velocity at the inner radius, vy, and optical depth parameter
at the inner radius, ty The horizontal black dashed line in the top panel represents Mw,c AK (see
Eq. 4.2).
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In the § = 0.1 mCAK case, we also see that the wind solutions for HEP¢=50 and 500 very
similar. Fig. 4.3 indicates that the transition between the 'hot’ to ’cold’ solutions (i.e., to those
that become insensitive to HEP() occurs at HEP( ~ 20.

In the other four cases: § = 0.3 mCAK, 4 x 10° BB, 8 x 10° BB, and 10° BB SED, the wind
solutions depend on HEP( for all HEPy. These are the cases where the force multiplier quite
strongly decreases with increasing with £ for a given ¢ (see for instance, the slopes of the solid
lines plotted in fig. 4.2 and the decrease of k in increasing & in the lower panels of Fig. 4.1). This
decrease of the force multiplier with increasing £ results in the weakening of the wind as measured,
for example by the wind mass loss rate and velocity in units of the escape velocity that both decrease
with increasing HEP( for large HEP( (see the top and third from the top panel in Fig. 4.3).

In § 4.1, we cited the expression for Mw’c AK (see Eq. 4.2) and derived an expression for ¢y (i.e.,
Eq. 4.7). These two quantities are HEP independent for large HEPj, in the cold wind regime and
under the assumption that & is a constant. Our numerical solutions for the CAK case are consistent
with this prediction as shown by the red lines in Fig. 4.3. In the other cases that we presented
here, k varies with & either explicitly via a power-law scaling with £ or v (i.e., non zero § in mCAK
cases) or implicitly when we use our photoionization calculations.

The main physical reason for this HEP( sensitivity can described in the following way: M, and
other key wind properties, including ¢y are determined at the wind critical radius (r., see Lamers
and Cassinelli, 1999, for an overview). If the k parameter decreases with increasing £ then one can
still consider to egs. 4.2 and 4.7 to gain some insight but for k, the value at r. should be used.

As we increase HEP, the gravity relative to both the gas pressure and line forces also increases.
As a result, the flow velocity at the base decreases while the escape velocity increases a with
increasing HEP (e.g., note that by keeping M, I' and &y ro = (1 - ') GM HEPoflcs_’g, see also

Table 4.1) and see second from left panel in Fig. 4.4 for specific examples). This in turn means that
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Figure 4.4. Properties of winds for the 4 x 10° BB SED case. We show three solutions that
correspond to HEPy = 5,50, 500 (red, green, and blue lines respectively). Proceeding left to right,
the first panel shows the density in units of the density at rg, 7hog. The second panels shows the
radial velocity. The third panel shows both force multiplier, M (t,£) (solid), and the line optical
depth parameter, ¢ (dashed), as functions of radius. Fourth panel displays the radiation force, Frod,
and gas pressure, F'" normalized to the force of gravity, F9"% as a function of radius. The final
right most panel shows the phase diagram (i.e., logT vs. log&) for all three wind solutions. The
solid black curve corresponds to the thermal equilibrium (”S-curve”, i.e. where T'= T.q(&)). The
x’s and squares in matching color on each curve mark the sonic and critical radii, respectively).

for the wind to reach at least the escape velocity, its velocity must increase by a large factor so does
&. Therefore as the flow accelerates its £ increases which leads to a decreases of the force multiplier
for a given ¢. To maintain, the net outwards force the wind density must decrease while the velocity
gradient must increase so that the force multiplier can sufficiently high due to decreasing t. To
explicitly illustrates these dependencies, in Fig. 4.4, we plot several wind properties and forces
acting on the wind as functions of radius for the 10° BB SED case and three values of HEP,. The
right panel shows explicitly that £ at the critical radius increases with increasing HEP( (compare
the position of the points marked by the black squares). The right hand sides of eqs. 4.2 and
4.7 depend therefore indirectly on HEP(y through k. Formally, there is also indirect dependence
through «. But « is a very weak function of £ even in our self-consistent cases (see the blue solid
lines in Figs. 4.1 and B.2).

Egs. 4.2 and 4.7 are of less help to gauge the effects of changes in Mp,x or n on the wind

properties. But generally one can expect that too large a decrease in M., with £ will lead
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to the line force inability to remain stronger than gravity downstream (see Proga, 1999, for an
earlier exploration of the effects of the force multiplier saturation on disk and wind solution using
a modified CAK method). This limited growth of the force multiplier can prevent the wind from
developing, or from being strong like found by Proga (1999) and us here. But moreover the force
multiplier saturation can lead to a highly variable wind solution as we found here in high HEP
simulations for the 8 x 10> BB SED cases (see, for instance, the blue line in the bottom middle

panel of Fig. 4.2).
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CHAPTER 5: DISCUSSION OF RESULTS & FUTURE WORK

The luminosity of AGNs is very high and very likely a significant fraction of their Eddington
luminosity (Giustini and Proga, 2019, and references therein). Therefore, the line force must play
a role in at least launching but even accelerating winds from accretion disks in these systems.
These winds could account for the so-called broad absorption lines (see Giustini and Proga, 2019,
for a review of both observational and theoretical arguments). In this radiation driven disk wind
scenario, the overionization problem is solved by self-shielding, i.e., attenuation of the X-rays from
the central object by the disk atmosphere so the X-ray cannot prevent the local disk radiation from
pushing matter away from the disk (e.g., Proga et al., 2000; Proga and Kallman, 2004; Nomura
et al., 2013, 2020; see also Murray et al., 1995, for the idea of a ’hitch-hiking’ gas shielding the
disk wind). The wind acceleration and its terminal velocity are sensitive to the X-ray opacity and
radiation transfer effects such as photon scattering (Proga and Kallman, 2004; Sim et al., 2010;
Higginbottom et al., 2014). Therefore, the line force alone may not suffice to accelerate winds
to velocities that are on the order of 10% the speed of light. However, the launching seems very
robust because overionization is not an issue near the disk surface where the ionization parameter
is relatively low due to a high gas density.

The robustness of the launching was explored by Proga and Kallman (2004) who considered
the ‘worst case’ scenario for line driving of disk winds in AGN. Specifically, they showed that
no self-shielding is needed to launch a wind from luminous AGN where Mpy is very high (i.e.,
> 10® M) so that the disk radiation is relatively soft and is dominated for the UV radiation.
However, their assumption that the force multiplier parameters do not depend on the disk local
BB SED. This assumption was motivated by the results from modeling of line driving from OB
stars, where it was shown that the energy distribution of the line opacity follows the SED as the

star temperature changes and consequently k& and « do not significantly change with the SED (e.g.,
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Abbott, 1982; Lamers and Cassinelli, 1999). However, the temperature range in luminous stars is
relatively narrow, it ranges from 10% K to 5x10* K. This range is certainly narrower than the range
expected in AGN disks where the disk inner temperature can be 10° K if not enough much more.
Thus, it is possible that outside the OB temperature range the line force can significantly depend
on the BB SED. In particulate, above some disk temperature, k can decrease with increasing Thp.

It is in this context that we discuss our results here. We surveyed the parameter space of
line forces resulting from various temperature BB SEDs, while also self-consistently computing the
heating and cooling balance to compute the temperature. Our main finding is a quantification of
how the line force and the wind properties depend on the assumed SED and the key parameters
characterizing the wind base such HEPy. Specifically, we found that the line force is relatively
insensitive to the BB SEDs with the temperature as high as 2x 10% K, so well above the temperature
of OB stars. This means that the line force has a similar capability for launching wind over a wide
range of disk radii including the radii close to the inner disk radius in very high Mgy where much
of the accretion luminosity is liberated. This result also indicates that models of mass lose from
the central objects of young planetary objects as well as accreting white dwarfs with the surface
temperature of order of 2 x 10° K could be viewed as an high temperature extension of the models
for OB stars.

Accretion disks in AGN, and also CVs, are geometrically thin as their thermal energy is small
compared to the huge gravitational energy of the central compact object (the corresponding HEPy >
a few thousand even). Here, we found that for some BB SEDs as HEP( increases the wind weakens
but can reach a steady state. However, for some BB SEDs (e.g., 8 X 10° BB case) while the wind
also weakens with increasing HEPy, in addition, it becomes variable for HEPy = 50. Axisymmetric
time-dependent simulations by Proga et al. (1998); Proga (1999) showed that line-driven disk winds

are intrinsically variable even when the force multiplier parameters are constant and for 6 = 0 (see
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also Dyda et al., 2020, for a convirmation of this result in the upgraded and 3-D contourparts of
these simulations). It is possible then the variability that we found, can make disk winds even more
variable.

We noted that in the 8 x 10> BB case, the § parameter is relatively high, (i.e., 0.3, higher
than for typical OB cases, (see, e.g, Lamers and Cassinelli, 1999). To elucidate the cause of this
variability, we have explored a few isothermal cases using a modified CAK method. We found that
even for these relatively simple cases the wind is variable, even periodic, for § = 0.3. Therefore, we
attribute this variability to weakening of the line force with increases wind velocity. (recall that §
is a measure how quickly k& decreases with increase £ or the wind velocity, see eq. B.2). We plan on
further investigating this variable solution. However, two points are worth noting: 1) Curé et al.
(2011) studied line driven winds for various d and stated that they were not able to find any steady
state wind solution in the interval 0.22 < § < 0.30. We did find solutions in this interval but they
are unsteady; 2) in a stratified atmosphere, the velocity amplitude of the propagating sound waves
increases with altitude (e.g., see Clarke and Carswell, 2014, for a textbook elaboration on this
piot). Therefore, we expect that the wind variability in high ¢ cases is related to the propagation
of sound waves in the wind base and then farther in a weak wind which is also slower compared to
a stronger wind for a small §. The lower wind velocity which is related to the smaller acceleration
appears to the key: when the acceleration is large the waves are stretched downstream and they
do not affect the wind, while when the acceleration is small the wave survey over large distances
and the related pressure force can affect a wind that is driven by a weak line force. Our unsteady
wind solutions could also be related to some previously reported cases. For example, Owocki et al.
(1994) found that the density at the wind base affects the wind solution including its temporal
behavior. Specifically, a steady state transonic outflow exists for a now range of py. For too small

po, the outflow is supersonic already at the base whereas for too large pp. Owocki et al. (1994) wrote
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that they “encountered a kine of boundary ‘stiffness’ that induces a persistent base oscillations in
density and velocity.” Similar issues were noticed by Proga et al. (1998) and Proga et al. (1999). In
addition, Proga et al. (1999) checked how line-driven disk wind solutions depend on the sound speed
at the base, which is equivalent to the dependence on HEPy. He found that although the mass lose
rate and velocity do not depend on cg, the time behaviour of the isothermal winds does depend on
it. For example, the fiducial state-state solution model from Proga et al. (1998) recalculated with
¢s reduced by a factor of 3 (corresponding to an increase of HEP( by a factor of 3) is somewhat
time-dependent: density fluctuations originating in the wind base spread in the form of streams
sweeping outward. Generally, he found that wind time dependence weakens with increasing c;
because the gas pressure effects get stronger with increasing cs. Subsequently higher gas pressure
smooths the flow more effectively and in a larger region above the disk mid-plane as the size of the
subcritical part of the flow increases with c¢s. Thus, in retrospect, our systematic parameter survey
appears to include some cases that have been explored before by others concerned with setting up
the lower boundary conditions appropriate to simulate an outflow that is subsonic near the base,
goes through a critical point, and becomes supersonic at some finite distance from the base.

The main conclusion of this work is that the line force can operate over a very wide range of
SEDs and of the ratio between the gravitational and thermal energies. In other words, this force
seems to be able to operate in both warm and cold regimes and in situations the mean photon
energy is relatively high. This is well beyond the conditions for which the original CAK solutions
were obtained, i.e., the cold regime of winds from OB stars. Future modeling of the astrophysical
outflows including self-consistent radiative heating and cooling rates and the line-force will likely
to lead to new insights into the properties of line driven winds, in particular such basic ones like
the wind efficiency, velocity and temporal behavior. This work shows the results form our method

of self-consistently including those processes and hopefully the potential for future insights.
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APPENDIX A: LTE VS. NON-LTE CALCULATIONS

One of the main challenges in estimating the force multiplier is the ability to properly compute
the level populations, and although it is common to assume a Boltzmann distribution for the level
populations (see §2.5), this assumption may not be appropriate for AGN, unjustifiably adding the
contribution of thousands of additional lines. One needs to have complete atomic data in order
to solve the statistical equilibrium equations instead of assuming a Boltzmann distribution. To
explore non-LTE effects, we used only the lines available in XSTAR because not all necessary atomic
data is available for many lines included in Kurucz’s list. XSTAR contains information about the
vast majority of UV and X-ray lines included in our combined line list, and those are the lines
present when the gas is highly ionized.

The non-LTE calculation shown in Fig. A.1 (blue dash-dotted line) is a demonstration of how
a more complete treatment of the level populations reduces the force multiplier. Our result that
M(,t) can exceed unity for log(¢) as large as 3 followed from the common practice of assuming
a Boltzmann distribution for the level populations (see §2.5). When we loosen this assumption
by using the level populations determined by XSTAR to compute M (&, ¢) in a manner fully self-
consistent with the heating and cooling rates, the population of the excited states is decreased.
The reason is simply that it is common for the temperature of photoionized plasmas to be an order
of magnitude or more smaller than the ionization potential of H and He-like ions, so many excited
state transitions that are collisionally populated in the LTE case can only exist if they become
radiatively populated in the non-LTE case and radiative excitations can be highly sensitive to the
incident SED. Consequently, the general expectation is a significant reduction of M (¢, t).

Omitting lines that are exclusively present in Kurucz’s list can also have a significant effect on
the force multiplier, but only for low to moderate £&. We verified that for AGN1 with £ = 100

and AGN2 with £ = 200, there is no significant change in M ({,¢) when comparing Boltzmann
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distribution calculations done with and without the combined line list. This means that non-LTE
effects are most important for log(§) 2 2, while for log(£) < 2 we have found that non-LTE effects
and the reduced line list contribute about equally to the ~ 1 order of magnitude reduction in
M (&,t). It is therefore likely that if we were able to perform a full non-LTE calculation using the
combined line list, we would find that M (&,t) is nearly as large as the black line in Fig. A.1, but
only for log(¢) < 2.

For log(§) 2 2, the reduction in the line force is almost entirely due to non-LTE effects, and
Fig. A.1 shows M (¢, t) is smaller by more than two orders of magnitude, a finding at odds with our
result that M (&,t) can remain larger than unity out to log(¢) ~ 3. This in itself is an important
result, as the LTE approximation is a standard one when computing force multipliers (e.g., CAK;
Abbott 1982; SK90; Gayley 1995; Puls et al. 2000). Note that it is dependent on the value of
density we have assumed. If densities are much greater than those considered in this work, the
resulting M (§,t) will be larger due to the greater populations of the excited levels due to electron
collisions.

In consideration of our earlier discussion highlighting the fact that the gas is thermally unstable
in the range 2 < log(¢) < 3, the non-adiabatic hydrodynamics may dictate that force multipliers
in this range of ¢ are seldom even sampled. Understanding this highly ionized regime is likely
impossible from the standpoint of photoionization physics alone; the gas dynamics must also be

taken into account.
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Figure A.1. Comparison of LTE and non-LTE force multiplier calculations for AGN1 (left) and
AGN2 (right), assuming ¢t = 1075, Top Panels: The solid black line is M(&,t) from Fig. 2.3
that assumes a Boltzmann distribution for the level populations. The blue dash—dotted line is
M(&,t) found without making the Boltzmann distribution assumption but with the level popu-
lations determined by XSTAR and including only lines contained in XSTAR. Bottom Panels: The
black dash-dotted line is the ratio of the blue dash-dotted and black solid lines, illustrating how
the combination of a smaller line list and a non-LTE treatment of the level populations reduces
M(g,t).
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APPENDIX B: THE EQUILIBRIUM TEMPERATURE AND FORCE

MULTIPLIER

Here, we summarize some results from our photoionization calculations of the equilibrium tem-
perature and force multiplier from D17 and D19. In Fig. B.2 consists of fourteen pairs of panels
for fourteen SEDs (the SED’s label is shown in the bottom left corner of the bottom panel of
each pair). In the top panel for each pair/SED, we show how the gas equilibrium temperature (in
units of 10% K) and the force multiplier depend on £. We use the solid black curve for T, and
the dotted curves with the space between them filled with color bands for M (the thick dotted
line is for M with logt = 0 while the thin dotted cures are, from the bottom to the top, with
logt = 1,—1,-2,...,—8). In addition, the horizontal thick dashed line in each of the top panels
corresponds the M = 10 level.

Our results show that regardless of a SED, for a fixed &, M (t, ) asymptotically approaches 0 as
t becomes large and a constant as ¢ approaches zero. We will refer to this constant, M., (). For
intermediate values of ¢, the force multiplier monotonically increases with decreasing t. One the
other hand, the dependence on £ for a fixed ¢ can be non-monotonic and specific to a given SED
and a specific value of ¢. For example, M,qz () is of a order of a few x10® for small ¢ in all SED
cases, expect for the two XRB cases where it is an order of magnitude smaller. Then as £ increases,
M a2 (&) decreases gradually for the BB SEDs with TgB < 10° K and decreases strongly for the
hotter BB SED cases and even more strongly for the AGN and XRBs cases.

I reckon that for a given SED, it might be possible to capture the force multiplier dependence on
t and & using some analytic formulae as for example Stevens and Kallman (1990) did for a 10 keV
bremsstrahlung. But we opt to use the actual results from our photoionization calculations in a
tabulated form. Nevertheless, we find that it is instructive and useful to relate our results to some

well-known and often-used scaling relations.
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The t dependence of the force multiplier, including its asymptotic behavior that we found are,
of course, consistent with the results first found by CAK. They showed that for the large and
intermediate values of ¢, the force multiplier can be well approximated by the following power-law:
Mcak (t) = kcaxt™ @, where kcak and « are constants that can be estimated by fitting the above
formula to the results from ionization calculations or using a theoretical approach that considers a
statistical distribution of the line opacity as a function of the line opacity and of the line frequency.
The saturation of the force multiplier for very small ¢ corresponds to a optically thin limit for all
the lines, including the strongest lines. They estimated that M,,a, is of order of a few x10° for
OB stars and that it is determined by chemical composition, atomic data, including an upper limit
to the opacity distribution in a given assembly of lines. Motivating by this scale, we can express

M(t,€) in the following way

M(t,§) = M(t = 1,8t "epm(t, €), (B.1)

where M(t = 1,£) is a normalization factor which is just a ¢ dependent version of the kcax
parameter (k(§) hereafter), and e, (t,£) is a factor correcting the CAK like scaling for additional
dependence of M(t,€) on t and &, for example to account for M (t,&) saturation as ¢ approaches
zero. As a proxy for M., (€), we use M(t = 1078 ¢).

To parameterize the force multiplier dependence on ionization at moderate ¢, we compute the
slope of the force multiplier-£ relation at ¢t = 1: 6(§) = —0dlog M (t,&)/0logli=1 = dlogk(&)/dlogé.
Here, we follow the approach adopted by Abbott (1982) who introduced this parameter to estimate
the effect of ionization on the force multiplier through the following factor (nji/ W)‘S, where ni
is the number density in units of 10'* cm® s™ and W = W (r) is the geometrical dilution factor.
In our photoinization calculations of § corresponds to that introduced by Abbott (1982) because

J o« W and using the definition of £ (i.e., Eq. 2.1) one finds that £ oc W/n. We use § to approximate

67



the k£ dependence of &:

k(€) ~ ko(£/&) 7, (B.2)

where kg is the value of k(&) for a fiducial value of the ionization parameter, &.
In bottom panel of each pair/SED, we plot four parameters characterizing the force multiplier us-
ing the convention from CAK and Abbott (1982). Specifically, we show «(§) = dlog M (¢, &) /01log t|i=1

(solid blue curve); k(&)

M(t = 1,£) (black dashed curve; note, it is the same quantity shown
as the thick black dotted line in the corresponding top panel), d (green curves or green curves
with squares if 0 is negative, i.e., where k increases with &) and finally M. (§)/k(&) (= M(t =
1078,€)/M(t = 1,€) in units of 10, solid red curve).

These four parameters can be used to assess how the force multiplier shown in the top panel
departure from the scaling introduced by CAK for which «, k, and § do not depend on &, and
M ez is huge (formally infinite) while 6 = 0. Just for the reference, note that for CAK’s scaling the
dashed lines would be purely horizontal and equally spaced from each other (i.e., lines representing
M (t,€) as a function of £ for a given t, see the top left panel in Fig. 4.2).

Our results show that oo = 0.8 — 0.9 for all BB SEDs. So it is a relatively very weak function
of & It is a somewhat stronger function for AGN1/2 and XRB1/2 SEDs and has a tendency to
slightly decrease with increasing & (it decreases from =~ 0.8 — 0.9 for log¢ < 2 to &~ —0.5 — 0.6 for
log& =5).

The other quantities are more sensitive to £ especially for high temperature BBs and AGN an
XRB cases. This was also found by Stevens and Kallman (1990) for the 10 keV bremsstrahlung.
The dependence of the force multiplier on £ is reflected in a non-zero value of § which could be as
high 1 in the cases with a relatively hard SEDs. This value of § is much higher than in OB stars
where § < 0.2 (see for example table 8.2 in Lamers and Cassinelli, 1999, and references therein)

and in our results for BBs where § does not exceed 0.4. We note that § is negative for some £ which
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is an indication that the force multiplier can be a non-monotonic function of ¢ as found by D19.
CAK showed k is related to the total number of spectral lines. Therefore, the dependence of k on
£ is related to a variation in total line number so it is not too surprising that § could be negative
for some & (note that a possibility of d being negative in OB star cases has been mentioned by Puls
et al., 2000).

The dependence of k on £ is dynamically important because for example the wind mass loss
rate depends in k (see Eq. 4.2. A by-eye inspection of our results indicates that of the k— and § — ¢
dependencies can be well captured by a single power-law for BBs with the temperature < 10° K
while a broken-power-law would be required for the higher temperature BBs. The AGN and XRBs
cases are more complicated as both k and § are non-monotonic functions of £. Piecewise functions
(e.g., a combination of several power-laws or of power-laws and exponential functions) would be
required as also found by (Stevens and Kallman, 1990).

In our hydrodynamical simulations, we have used tabulated values of M (¢,£) rather than
fits to these values. Nevertheless, the § parameterization of the k — £ dependence (see Eq.B.2)
has proven to be very useful in interpreting our hydrodynamical results and make a more direct
connection with previous work by Abbott (1982) and others.

Our last parameter is related another way of characterizing the force multiplier saturation. We
herecite work by Owocki et al. (1988) who explicitly accounted for the saturation, by modifying
the CAK statistical model cutting off the maximum line strength and thereby limiting the effect of
very strong lines:

(14 Tnaz) ™ — 1

(Tmax) -

(14 t9maz) '~ — 1
(tNmaz) =

M (t, Mmaz) = kcagt™® } = kcagt™“ [ , (B.3)

where 7,4, is the opacity of the most opaque line and Tyar = tmaz (Mmaz is in units of electron
scattering opacity). Note that the expression in the square brackets is an example of the €., (¢, €)

correction factor that we introduced in eq B.1. For very large T4z, one recovers the original CAK
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equation, whereas for small 7,4, the force multiplier equals to My,ar = kcak (1 — @)1y, .., therefore

the cut-off opacity could be estimate based on our results as

Mma(€) = [Minas (§)/K(€) /(1 = al(€))]V*. (B.4)

To facility a comparison of the properties of the force multiplier for different SEDs and their
trends with &, in Fig. B.3 we show six parameters: M,,q., k, the ratio of M., and k, maximum line
Opacity Namaz, @, and 6. One the main results shown in this figure is that up to Tpp < 2x 10° K, the
properties of M (t,£) are very sensitive to SEDs. For higher temperature SEDs, the force multiplier
parameters are sensitive to SEDs and strongly dependent on &, expect for the o parameter that
even for the hottest SED changes by no more than a factor of 2 over a span of seven orders of

magnitudes of .
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Figure B.2. Parameter survey of photoionization results for the two AGNs and two XRBs SEDs
(top row of pair of panels), and ten blackbody SEDs of different temperatures. From left to right,
from second top row of panels to bottom, the SEDs correspond to BBs with 7' = 2 x 10* K,
4x 10K, 6x10* K, 8 x 10 K, 10° K, 2 x 10° K, 4 x 10° K, 6 x 10° K, 8 x 10° K, 10° K. The first
four SEDs correspond to an unobscured and obsscured AGN (AGN1 and AGN2; Mehdipour et al.,
2015) and hard and soft state XRBs (XRB1 and XRB2; Trigo et al., 2013). Top panels: colormap
of the force multiplier for ¢ going from logt = 1 (red) to logt = —8 (blue). Black dotted lines mark
M(t,€) , while gray lines indicate M (t,§) at logt = —1,—2,...,—8. The horizontal dashed line
marks the value M (t,€&) = 10, to indicate the level above which line driving can be the dominant
outflow driving mechanism. The solid black line is the equilibrium temperature (or S-curve), Teq, in
units of 10* K. Bottom panels: profiles of a(€), k(€), |6(€)|, and Mz (€)/k(€) (blue, black dashed,
green, and red curves, respectively), the four parameters characterizing the behavior of the force
multiplier. To mark negative values of § we added grey squares atop the green line.
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